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1 Introduction

The Intergovernmental Panel on Climate Change’s 21st Conference of Parties (IPCC

COP21) Paris meeting in December 2015 has garnered wide public support for its

universal agreement to limit global temperature increases to ‘well below’ 2°C above

the pre-industrial average (UNFCCC, 2015). National schemes to reduce greenhouse

gas (GHG) emissions in key countries such as China and the United States (US)

are already being put into action. Although current action plans appear to remain

insufficient to achieve the global 2°C goal, the Paris Agreement provides a policy

implementation framework for mitigating further carbon emissions and adapting to

the impacts of the (now) unavoidable impacts of climate change (IMF, 2016). As

such it is the first international agreement obliging signatories to mitigate and adapt

to climate change. It is with these broad policy goals in mind that this paper develops

a framework macroeconomic model for determining countries’ optimal expenditure

allocations to mitigation efforts and adaptation projects.

Leading up to the Paris talks, the stark facts and trends of anthropogenic climate

change were laid out in the Intergovernmental Panel on Climate Change’s (IPCC)

Fifth Assessment Report. The The Physical Science Basis of climate change con-

cludes with “virtual certainty” that: (i) the past three decades have been the hottest

in 800 years (and likely ever in human history); (ii) the Earth is in positive radiative

imbalance (absorbing more of the sun’s energy than releasing it); and, (iii) human

activity (primarily greenhouse gas emissions) is a significant cause of these historic

anomalies (IPCC Working Group I, 2013, Technical Summary). Understandably,
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international negotiations from Kyoto onwards have focused on national efforts to

reduce future emissions of CO2 and other GHGs.1 Yet, even if all global emissions

had been halted by 2014, the global mean temperature would still continue to in-

crease over the next four decades (Oppenheimer, 2013). Indeed, the next 20 years

will likely see average temperatures reach and surpass 1°C above the pre-industrial

average temperature (IPCC Working Group I, 2013, Technical Summary, TFE.8).2

In addition to the multitude of social and economic damages that result directly

from rising temperatures (Bonen et al., 2014),3 extreme weather events are also ex-

pected to become more frequent and intense (IPCC, 2012). The situation is even

more complicated for policymakers in developing and emerging economies in which

traditional economic development can be considered climate change-adaptive when,

for example, productivity-enhancing infrastructure also protects communities from

natural disasters. Balancing the competing yet often complementary needs of miti-

gation, adaptation and development is a complex task (Bernard and Semmler, 2015;

IMF, 2014, 2016).

The purpose of this paper is to propose a macroeconomic framework capable of

delineating the effects of policy decisions at the heart of the environmental-economic

nexus. We develop an integrated assessment model (IAM) in a standard welfare

1The other high-impact GHG emissions are methane CH4, nitrous oxide N2O, sulfur diox-
ide CO2 and sulfur hexafluoride SF6. Together with carbon dioxide these GHGs are referred to
throughout the text as the emissions of CO2-equivalents, or CO2-eq.

2A 1°C warming is notable for being half way to the 2°C rise above pre-industrial temperatures
that had served as a political benchmark for the maximum allowable temperature increase. The
Paris Agreement lowered the targeted average increase to 1.5°C.

3These include rising sea levels / loss of land, reduced agricultural output, greater mortality
due to hotter summers, and expanded transmission vectors for diseases such as malaria and West
Nile virus.
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theoretic framework (Fankhauser et al., 1997; Nordhaus and Boyer, 2000). The

model presented in section 3 differs from other approaches (cf. Nordhaus and Sztorc,

2013; Anthoff and Tol, 2013) in that GHG emissions are driven by the extraction of

non-renewable resources, rather than by the carbon intensity of production in general.

This allows us to combine the social cost of carbon (SCC) literature with insights from

the resource extraction models (Hotelling, 1931; Pindyck, 1978) thereby emphasizing

the use of non-renewable resources such as fossil fuel energy, which account for the

lion’s share of anthropogenic CO2-eq emissions (Greiner et al., 2010b). Regarding

mitigation and adaptation policies, the paper extends fiscal policy models developed

in the context of recent literature on economic growth and sustainable development

(see Bose et al., 2007; Semmler et al., 2011).

2 Mitigation and Adaptation and Development

Economic models of climate change mitigation were developed in tandem with the

international policy debates that gained momentum in the early 1990s (e.g. Kaya

et al., 1993; Nordhaus, 1994). Models focusing on adaptive policy responses, in

contrast, followed the policy discussions with a substantial lag (Tol and Fankhauser,

1998).4 In an early paper focusing on adaptation, Mendelsohn (2000) notes that the

climate change impact literature tends to be sector-specific and assesses adaptation

ex post. To generalize the approach, he presents a static model in which agents

4The Chris Hope’s PAGE (Policy Analysis of the Greenhouse Effect) model is an early exception
to this lag. PAGE explicitly incorporates a “tolerable” temperature level and rate of change. By
allowing policy actions to augment these tolerable variables PAGE is able to incorporate generalized
adaptation.
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implement efficient adaptation strategies ex ante – i.e., before the full impact of

climate change is felt.5 Subsequently, a number of economic papers and IAMs turned

toward finding the right balance between efficient adaptation and mitigation efforts

(e.g., Ingham et al., 2005; Tol, 2007; Lecoq and Zmarak, 2007; de Bruin et al.,

2009). Yet, the young field of integrated environmental-economic modeling remains

hampered by the capacity limitations of formalizing the great breadth of policy

options. A notable exception is Bréchet et al. (2013), which uses a policy framework

similar to the model proposed here. However, the model we develop builds on these

approaches in a novel way by determining carbon emissions from an optimal resource

extraction model à la Hotelling, indicating how renewable energy can be phased in by

addressing the funding issue of climate change, and by solving the nonlinear system

iteratively over a receding finite horizon.

Within the broad categories of mitigation and adaptation there are a multitude of

projects and policies that can be implemented. Adaptation policy options range from

government-sponsored R&D and insurance programs in agriculture (Smit and Skin-

ner, 2002) to improving the defences of urban infrastructure (Kirshen et al., 2008)

to public health campaigns focusing on the risks brought on by a warming climate

(Kahn, 2003). Further, as noted in a recent IMF staff note (2016, sec. V), adaptation

strategies are closely interlinked with broader economic development goals. Mitiga-

tion efforts, on the other hand, tend to be cast in light of the well-developed theory

of externalities – i.e., agents’ emissions are subject to Coasean property rights alloca-

5By adding an additional decision variable, agents are made to choose an adaption strategy if
it generates net positive value (Mendelsohn, 2000, p. 585). This extension overcomes earlier model
deficiencies such as the “dumb farmer” problem (i.e., not even ex post adaptation occurs) and the
use of ad hoc adaptation actions.
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tion (e.g., Chipman and Tian, 2012). Yet, reductions in carbon emissions can come

from a number of sources such as carbon taxes on fossil fuel energy used by power

plants, firms and/or households. Regulatory policies also play an important role in

CO2 reduction as seen in the recently implemented vehicle emissions standards in

the United States (EPA, 2009). The wide range in climate change policy approaches

is of course further expanded when specified for the institutional capacities and/or

cultural appropriateness of different countries.

Recent IAMs have overcome some of the initial limitations found in earlier, of-

ten static, models of the optimal policy mix for climate change. Bosello (2008), for

example, extends a Ramsey-Keynes growth optimization model6 to show that miti-

gation, adaptation and “green” R&D act as strong complements. Further, he finds

that over the long-run the efficient ratio of mitigation to adaptation shifts toward

the latter, meaning that mitigation efforts should be front-loaded. Thus, while the

policy options that Bosello models are rather general, the model’s dynamic structure

provides much more flexibility than previous models. Bosello’s approach has led to

even broader analyses such as Bréchet et al. (2013) who show that a country’s level

of economic development and its ability (financial, political, technical, etc.) to im-

plement projects with long-run payoffs affects both the optimal mitigation/adaption

mix and the degree to which these policies are complementary or rivalrous. It is this

line of dynamic policies that our model builds upon.

In spite of modeling advancements, there is a continuing inability to distinguish

between adaptation to climate change per se and economic development (Agrawala

6This is the framework used in William Nordhaus’s DICE model (see Nordhaus and Sztorc,
2013).
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et al., 2011). This is problematic because broad-based economic development –

particularly in low-income countries (LICs) – can potentially reduce climate change

through reduced deforestation and upgrading unsustainable agricultural practices

while simultaneously increasing people’s resilience to climatic events (Klasen, 2012).

Indeed, resilience is both a key factor in reducing climate change damages and a

highly correlated component of economic development (IPCC Working Group II,

2014, chapter 14). How to properly delineate the costs and benefits of ‘traditional’

versus adaption-focused development remains an open question. For this reason our

model places particular emphasis on the changing level of risk and vulnerabilities

faced by developing countries as they allocate investment toward growth strategies,

adaptive capacities and emissions mitigation.

Before turning to the model, two preliminary comments are in order. First, the

high dimensionality of many IAMs leads to intractability, which is all the more se-

vere when there are multiple policy goals as is the case here. There are two main

approaches to overcome IAM tractability issues.7 The first approach is to determine

economic trajectories exogenously and then employ these pathways in a separate sim-

ulation of environmental phenomena. We however follow the approach of William

Nordhaus’s DICE model in which optimal environmental/economic pathways are

jointly determined by numerical optimization. In order to do so, we solve the model

with the nonlinear model predictive control (NMPC) algorithm (see Grüne et al.,

2015). As explained in section 4, NMPC imbues our agents with some myopia: The

agents solve for the approximately optimal dynamic pathway only over short time

7See Bonen et al. (2014) for a discussion of the implementation strategies in leading IAMs.
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horizons, but do so iteratively so as to update these short-term projections. The

lack of perfect foresight allows us to integrate differing degrees of climatological un-

certainty as the agents move forward through time with their updated finite-horizon

decisions.8 This approach expands the complexity of the dynamic optimization prob-

lem while maintaining significant analytical traction.

Secondly, the optimal decision framework chosen here might be criticized as as-

cribing welfare improving policies to a benevolent social planner. In standard infinite

horizon dynamic models the social planner represents an idealized national govern-

ment. In contrast, NMPC algorithm we employ recursively updates a policy path

that is optimally chosen over finite horizon, thereby reducing the agent’s need for

long-horizon foresight. The implementing government body therefore approximates

a social planner only in its ability to overcome moral hazard problems such as free-

riding.9 As with the governmental decision-making body allocating public funds to

its various uses, households and firms select their optimal policies based on informa-

tion for the next few periods in the context of a finite decision horizon.

3 A Framework Integrated Assessment Model

In this section we propose a macroeconomic model to assess optimal public policy

decisions in the face of competing funding demands for climate change action versus

traditional welfare-enhancing capital investment. This extends the work of Semmler

8In the literature this is also refereed to as a receding horizon approach.
9The public goods dimension is particularly important in the model since investment in a public

fund of capital is the key driver of climate change adaptation and mitigation. Public capital can be
thought of as representing, in part, the social capital that needs to be accumulated by institutions
to serve the interests of different communities (Klein and Smith, 2003).
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et al. (2011) in which the government promotes economic growth through spending

on public infrastructure, education and health facilities. In that model, government

investments generate the dynamic evolution of public capital supporting households

and private enterprises. To this structure we add three elements: (i) non-renewable

energy extraction that emits CO2; (ii) an economic-environment feedback loop gen-

erating welfare losses (or benefits) from climate change, and; (iii) the utilization of

public capital for carbon emission mitigation and adaptation measures to reduce

these negative impacts. Resource extraction modeling is adapted from Greiner et al.

(2010b). Our model constitutes a reduced from IAM along the lines of Nordhaus

and Sztorc (2013), but with a key difference: Here climate change impacts social

welfare directly rather than through a circuitous reduction in private sector produc-

tivity. For simple IAMs we believe this is a more comprehensive approach since

direct (dis)utility impacts of climate change may include health impacts, ecological

loss, living conditions, and heightened uncertainty, in addition to reduced produc-

tivity. Moreover, direct welfare effects are more in line with the literature’s welfare

theoretic foundation (see Fankhauser et al., 1997).

Section 3.1 describes the model in detail, while introducing the economic in-

terpretations for the various formalizations. In part 3.2 the analytical solution is

established and solved to the degree possible without restricting the dynamics to a

linearized approximation. Section 4 reports the results generated by our numerical

methods.
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3.1 Model Setup

The economy produces output Yt at time t ≥ 0, in a per unit of labor measure. Out-

put is produced through the linear combination of privately-owned physical capital,

kt, and a polluting, non-renewable resource ut, which together form a single input in

a well-behaved production function. The second input class is public capital which

directly supports household and production in various ways. The stock of public

capital, gt, evolves according to the level of government investment. However, only

the fraction 0 ≤ ν1 ≤ 1 of gt is allocated toward production. As elaborated below,

the 1− ν1 remainder is allocated to climate change policies. With these inputs, the

economy’s production function is given by

Yt = A (Akkt + Auut)
α · (ν1 · gt)β (1)

where A,Ak, Au > 0 are constant parameters with the appropriate units for additiv-

ity. Ak and Au specify the efficiency of, respectively, capital and the non-renewable

resource in production. A is the total factor productivity of the economy. Note that

K also contributes to the phasing in of renewable energy production.10 The elasticity

parameters α and β are defined to exclude increasing returns to scale, i.e. α+β ≤ 1.

Non-renewable resources are finite in quantity and must be extracted from the

total available stock Rt. One can think of Rt as a country’s proven oil reserves and

ut as the number of barrels produced per year. The change in the oil stock over time

10For details see Greiner et al. (2014).
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and flow of extraction are related by the depletion equation

Ṙt = −ut (2)

where R0 > 0 and Rt ≥ 0. The extracted non-renewable resource contributes directly

to output production.

Let Ct denote the marginal cost of extraction. Per Hotelling’s rule this cost rises

as the non-renewable resource is depleted, Ct := C[Rt] with C ′R < 0.11 We assume

that the cost of extraction approaches infinity as Rt → 0. Specifically,

C[Rt] = ψR−τt (3)

where the fixed parameters ψ, τ > 0.

Private capital evolves according to an extended Ramsey-Cass-Koopmans sav-

ings equation. Private-sector savings directly increase the stock of physical capital.

Savings-cum-investment are identically equal to Yt, less taxes, consumption, depre-

ciation and extraction costs. Using equations (1) and (3) this is

k̇t = A (Akkt + Auut)
α · (ν1 · gt)β − ePt − ct − (δk + n)kt − ut ·

(
ψR−τt

)
(4)

where ct denotes private per capita consumption, ePt is the government’s tax revenue,

11The precise formulation of extraction costs has varied over time. For Hotelling (1931) the value
(rather than cost) of extraction varies linearly with the degree of exploitation. Our focus on cost
is closer to the modeling approach in Pindyck (1978) and is equivalent to the competitive market
version found in Greiner et al. (2010b). In the latter work, new discoveries of the nonrenewable
resource are also considered.
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and δk and n are the physical and per capita depreciation rates of private capital,

respectively. The last term in (4) is the total cost of extraction at time t.

The government chooses an optimal tax rate ePt so as to maximize social welfare.

In addition to tax revenue, the economy modeled here receives financial support in

the amount iF .12 Thus, total government income is

Tt = ePt + iF (5)

The government spends Gt ≥ Tt. Strict inequality implies bond-financed deficit

spending. Note that since this flow of funds from abroad is exogenous, we can

simplify the analysis by treating iF as constant. Furthermore, we will restrict the

spending of this to investment in public capital gt (see below).

The allocation of government expenditure falls into three discretionary categories

(forming the primary budget surplus/deficit) and debt servicing.13 In addition to the

foreign fund, the government spends a fraction α1 of its tax revenue on infrastructure.

Another fraction of the tax revenue, α2, is used for direct social transfers and social

services. These expenses are assumed to directly increase welfare. Thirdly, α3 of taxes

are used to fund the administrative costs of governing. In contrast to the previous

expenditure categories, public administration has no direct or indirect impact on

social utility. Finally, the remaining tax revenue α4 is used to service debt bt such

that α4 = min {1− α1 − α2 − α3, 0}. In general, allocative efficiency and potential

12This inflows of funds might be viewed as a subsidy from a global climate fund, or traditional
ODA.

13Note that in this paper we do not study to what extent the issuing of bonds can be climate
bonds. On this see Flaherty et al. (2016).
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debt spending imply
∑4

i=1 αi ≥ 1, with a gross deficit when the inequality is strict.

However, since the first three allocative proportions of government spending are fixed

parameters, we restrict our model simulations to the case of the “well-disciplined”

developing country that avoids a primary deficit. Thus, we impose the following

restriction

α1 + α2 + α3 ≤ 1,

to rule out primary deficits.14 Irrespective of the government’s fiscal position, iF con-

tinues to be allocated toward the public fund for infrastructure and climate policies.

Also note, funds from the primary surplus (1 − α1 − α2 − α3) · ePt are devoted

to debt reduction whenever positive. Since we assume here borrowing from abroad,

this represents an outflow of income. Given the fixed and exogenous world interest

rate r̄, the country’s level of debt evolves according to

ḃt = (r̄ − n)bt − (1− α1 − α2 − α3) · ePt (6)

where n is deducted from the gross interest rate since all variables are in per capita

terms. Finally, we assume that the initial stock of debt is non-negative.

Since our core interest is the public fund, gt, we propose an accumulation process

similar to that for privately-owned physical capital:

ġt = α1e
P
t + iF − (δg + n) · g (7)

14This might still not be sufficient to debt sustaintability if the interest rate change is large Yet,
sustainability should hold if further conditions on debt repayment are imposed (see Semmler et al.,
2011).
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The first two terms are the fraction of current tax revenue and earmarked foreign

funds that flow into public capital. The negative term accounts for the physical

depreciation, δg, and the per capita depreciation that is the result of population

growth, n. Thus the equilibrium level of public capital is,

g∗ =
α1e

P + iF

δg + n
> 0 (8)

In each period the stock of public capital gt is allocated among three uses: stan-

dard infrastructure ν1, climate change adaptation ν2 and climate change mitigation

ν3. Recall from (1) that the share ν1 of public capital serves to promote output pro-

duction. This comprises typical facilities of public infrastructure like roads, bridges,

sewer systems and telecommunication networks. Public capital is also used for mit-

igation and adaptation measures responding to climate change. For simplicity, it is

assumed that both mitigation and adaptation activities are limited to projects requir-

ing only public capital. The share of public capital used for adaptation against cli-

mate change measures includes dykes, flood control reservoirs, embankments, forestry

protection, retrofitted telecommunication, to name a few. The remaining share ν3

serves to support the mitigation of greenhouse gas (GHG) emissions. Mitigation ef-

forts primarily aimed at reducing the use of fossil fuel energy and encouraging the use

of cleaner technologies which reduce greenhouse gas emissions. This could include

publicly funded wind farms, solar and hydro power, improved thermal insulation of

buildings or other energy conservation measures. Just as in the case of public expen-

diture, the shares of public capital allocation are determined exogenously. Moreover,

the condition holds: ν1 + ν2 + ν2 = 1.
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Next we specify the externalities taking the form of GHG emissions. In contrast

to other IAMs the damages from climate change impact households directly, rather

than indirectly through reduced productive capacity. A second distinction in our

approach is the source of CO2 emissions: they come exclusively from the extraction

and use of non-renewable resources, ut.
15 This simplification is justified since the

GHG emissions must ultimately come from extracted fossil fuels. Therefore, as

the cost of non-renewables rises, the optimal mix of private inputs shifts from ut

to kt, which captures the endogenous adoption of more energy efficient modes of

production, including renewable energy sources.

The growth of CO2 and other GHGs in the atmosphere is given by the dynamic

equation:

Ṁt = γut − µ
(
Mt − κM̃

)
− θ(ν3 · gt) (9)

Although ut directly produces greenhouse gases, only a fraction 0 < γ < 1 is added

to the atmospheric concentration of CO2, denoted by Mt. The remaining 1 − γ is

absorbed by the oceans.16 M̃ denotes the pre-industrial atmospheric GHG concen-

tration, approximately 280 parts per million (ppm). The parameter κ > 1 imposes

the condition that the natural stabilization of GHGs (where Ṁ = ut = ν3 = 0)

will be above the pre-industrial level. The existing stock of atmospheric GHG above

the stabilization level diminishes at the constant decay rate µ > 0. The final term

in (9) represents the direct mitigation effort. The parameter θ is a scaling factor

15This formalization of climate change damages and emissions is due to Greiner et al. (2014).
16More elaborate IAMs include three or five stages of the ocean’s carbon capture (see Bonen

et al., 2014). Little is gained from these complications for our present model.
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that determines the relationship between the amount of public capital used for mit-

igation projects, ν3gt, and the reduction in the rise of atmospheric greenhouse gas

concentration.

Finally we propose an aggregate welfare function of the following form:

max
ct,ut,ePt

W =

∫ ∞
0

e−ρ·t ·

(
ct
(
α2e

P
t

)η (
M − M̃

)−ε
(ν2gt)

ω

)1−σ

− 1

1− σ
dt (10)

subject to

Ṙt = −ut (2)

k̇t = A (Akkt + Auut)
α · (ν1 · gt)β − ePt − ct − (δk + n)kt − ut ·

(
ψR−τt

)
(4)

ġt = α1e
P
t + iF − (δg + n) · g (7)

Ṁt = γut − µ
(
Mt − κM̃

)
− θ(ν3 · gt) (9)

ḃt = (r̄ − n)bt − (1− α1 − α2 − α3) · ePt (6)

and

gt, kt, ut ≥ 0, ∀t

where ρ ≡ (ρ̄− n) is the intertemporal discount rate net of population growth.

The society’s welfare function, equation (10), resembles the standard isoelastic

utility function that can be parameterized to meet a number of different factors im-

pacting welfare (see Fankhauser et al., 1997). In general, social welfare is increasing

in per capita consumption ct and in social transfers and public goods α2e
P
t . The
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atmospheric concentration of CO2 above the pre-industrial threshold diminishes wel-

fare, but this is offset by adaptive policies implemented by the government, ν2gt.

These relationships require that η, ε, ω > 0. In line with the literature we assume

diminishing marginal returns to utility, hence 0 < σ ≤ 1. The pure discount rate

and population growth rate are positive ρ̄ > n > 0 such that ρ > 0.

3.2 Analytical Solution

The dynamic decision problem is characterized by three control variables (c, u, eP )

and five state variables (R, k, g,M, b). In order to better understand the dynamics

of the model, it is useful to consider the current-value Hamiltonian H(·), which is

written as

H =

[(
c
(
α2e

P
)η (

M − M̃
)−ε

(ν2g)ω
)1−σ

− 1

]
/ (1− σ)

+ λ1

[
A (Akk + Auu)α (ν1g)β − c− eP − (δk + n) k − u

(
ψR−τ

)]
+ λ2

[
α1e

P + iF − (δg + n) g
]

+ λ3
[
(r̄ − n) b− (1− α1 − α2 − α3) e

P
]

+ λ4 [−u] + λ5

[
γu− µ

(
M − κM̃

)
− θ (ν3g)

]
,

(11)

with the costate variables λ1, λ2, λ3, λ4 and λ5. They denote the shadow prices of k,

g, b, R and M respectively. From (11) we obtain the the following three first order

conditions for the control variables.

0 =

(
c(α2e

P )η
(
M − M̃

)−ε
(ν2g)ω

)1−σ

c
− λ1 (12)
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0 = η

(
c(α2e

P )η
(
M − M̃

)−ε
(ν2g)ω

)1−σ

eP
− λ1 + λ2α1 − λ3(1− α1 − α2 − α3) (13)

0 = −λ1
(
ψR−τ

)
− λ4 + λ5γ (14)

The necessary conditions from the first order conditions of the five co-state variables

are as follows:

λ̇1 = λ1

(
ρ+ δk + n− AαAk (Akk + Auu)α−1 (ν1g)β

)
(15)

λ̇2 = λ2 (ρ+ δk + n)− ω
(
c (α2ep)

η
(
M − M̃

)−ε
(ν2g)ω

)1−σ

g−1 (16)

− λ1Aβν1 (Akk + Auu)α (ν1g)β−1 + λ5θν3

λ̇3 = λ3 (ρ+ n− r̄) (17)

λ̇4 = λ4ρ+ λ1uψτR
−τ−1 (18)

λ̇5 = λ5ρ+ ε

(
c (α2ep)

η
(
M − M̃

)−ε
(ν2g)ω

)1−σ (
M − M̃

)−1
+ λ5µ (19)

In general, this system of three first order conditions and five co-state variables will

not yield a closed form solution. We therefore turn to the NMPC numerical opti-

mization algorithm to generate and compare climate change investment policies.17

17Under what conditions the debt dynamics (17) is sustainable is demonstrated in (Semmler
et al., 2011).
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4 Numerical Simulations

To solve the optimization problem (10) subject to (2), (4), (6), (7) and (9) we employ

the iterative solution method NMPC. NMPC stitches together a rolling window of

optimal finite horizon solutions (often as short as N ≈ 5). As the solution horizon

N →∞, the algorithm’s open-loop pathway converges to the dynamic programming

infinite horizon result. This iterative procedure produces a solution path that closely

approximates the infinite horizon solution (see Grüne and Pannek, 2011). Any an-

alytically solvable nonlinear model can be computed – for given parameter values

– with the NMPC algorithm, and the algorithm is not constrained by the curse of

dimensions as is dynamic programming.18 The technique is also able to solve a much

wider class class of nonlinear dynamic problems. Though relatively new to economics,

the NMPC methodology has already been applied to a wide variety of engineering

problems.19 Given the increasing complexity of IAMs and the evident nonlinearities

of economic and environmental phenomena, such an algorithmic approach appears

to us as warranted.

In addition to solving otherwise intractable problems, the structure of the NMPC

methodology has an appealing economic interpretation: it works with a short decision

horizon. As described, the iterative solutions found at each dt are approximately opti-

mal over the horizon N . This process closely mirrors the informationally-constrained

agent who cannot forecast beyond N with any useful degree of certainty. Rather,

18Proofs and examples of NMPC applied to common economic models are provided in Grüne
et al. (2015).

19The rigorous theory underlying NMPC, as well as a myriad of communications and control
applications, are provided in Grüne and Pannek (2011).
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the agent takes the best decision possible over the foreseeable medium-term (e.g. N),

acts until t1 = t0 + dt, and then reevaluates her optimal pathway at t1, taking as

given her present condition. Though a solution pathway may be suboptimal vis-à-

vis an infinite-horizion solution, the NMPC process is much closer to people’s actual

decision-making. Moreover, the error in the solution exponentially decreases as the

decision horizon increases.

The parameters used to solve the integrated policy and environmental problem

are listed in Table 1. The initial stocks of private capital, public capital and non-

renewable resources are specified at k0 = 1.3, g0 = 0.5 and R0 = 1.5. Further, the

level of the government’s external debt b0 = 0.8 and the initial concentration of

atmospheric CO2 is M0 = 1.3. Though not listed in Table 1, the values of α1, α2

and α3 imply that the fraction of current government spending allocated to debt

servicing is determined as a residual once the other parameters are determined..

The NMPC simulations assessed below allow for variations in government policy

regarding public capital investments. Specifically, for the given parameters and ini-

tial conditions the model is run under various policy scenarios. The first, extreme

scenario is the case of no policy action against climate change. This case is usually

referred to as BAU, business as usual. That is, none of the stock of public capital

g is allocated to mitigation of carbon emissions or adaptation to climate change.

Thus, all funding for public capital α1e
P
t + iF flows directly into infrastructure that

supports private production, namely ν1gt. This baseline is compared to scenarios

with differing levels of mitigation and adaptation, ν2 6= 0, ν3 6= 0.
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Table 1: Simulation Parameters

Parameter Value Definition

ρ 0.03 Pure discount rate

n 0.015 Population Growth Rate

η 0.1 Elasticity of transfers and public spending in utility

ε 1.1 Elasticity of CO2-eq concentration in (dis)utility

ω 0.05 Elasticity of public capital used for adaptation in utility

σ 1.1 Intertemporal elasticity of instantaneous utility

A 1 Total factor productivity

Ak 1 Efficiency index of private capital

Au 40 Efficiency index of the non-renewable resource

α 0.5 Output elasticity of privately-owned inputs, Akk +Auu

β 0.5 Output elasticity of public infrastructure, ν1g

ψ 1 Scaling factor in marginal cost of resource extraction

τ 2 Exponential factor in marginal cost of resource extraction

δk 0.075 Depreciation rate of private capital

δg 0.05 Depreciation rate of public capital

iF 0.05

Official development assistance earmarked for public in-
frascture

α1 0.1 Proportion of tax revenue allocated to new public capital

α2 0.7

Proportion of tax revenue allocated to transfers and public
consumption

α3 0.1

Proportion of tax revenue allocated to administrative
costs

r̄ 0.07 World interest rate (paid on public debt)

M̃ 1

Pre-industrial atmospheric concentration of greenhouse
gases

γ 0.9

Fraction of greenhouse gas emissions not absorbed by the
ocean

µ 0.01 Decay rate of greenhouse gases in atmosphere

κ 2

Atmospheric concentration stabilization ratio (relative to

M̃)

θ 0.01 Effectiveness of mitigation measures
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Figure 1: Optimal time paths of all state variables and consumption if neither miti-
gation nor adaptation measures are undertaken. The black, cyan and magenta line
represents the stock of private capital, public capital and the non-renewable resource
respectively. The evolution of the atmospheric greenhouse gas concentration is given
by the green line, while public debt evolves along the blue time path. Consumption
follows the red line. Note that all variables are expressed in per capita terms.
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4.1 Fixed Allocations of Public Capital

Scenario 1: No Active Climate Change Policy

Suppose that the government of our stylized economy is not convinced that cli-

mate change is a serious issue and decides to use the whole stock of public capital

to support output production. Neither mitigation nor adaptation measures are pur-

sued, hence ν1 = 1 and ν2 = ν3 = 0. To prevent the welfare from falling to zero, we

further specify the preferences to be given by

Wt =


(
ct(α2ePt )

η
(M−M̃)

−ε
(ν2gt)ω

)1−σ
−1

1−σ if ν2 > 0(
ct(α2ePt )

η
(M−M̃)

−ε)1−σ
−1

1−σ else

(20)

The optimal trajectories of this economy are presented in Figure 1. The results were

obtained using a horizon of N = 15, step lengths of dt = 1/2 repeated through

T = 50 iterations. In Fig. 1 private capital k is depicted in black and public capital

g in cyan. The magenta represents the remaining stock of non-renewable resources

R. Note that from (2), the extraction rate u equals the absolute value of the path’s

slope, −Ṙ. The black, cyan and magenta line display private capital, public capital

and the non-renewable resource respectively. The stock of public debt b is the blue

line and the atmospheric GHG concentration is depicted in green. Of the three

control variables, only consumption c (in red) is included so as not to overload the

diagram.

Initially the stock of capital is declining, k̇ < 0, as consumption and taxation

are extracted and output is limited by the low level of the available non-renewable
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resource, ut≤3 ≈ 0. From t = 4 onwards both the stock of private capital and the level

of consumption rise in tandem. This is possible because of the increasing use of the

nonrenewable resource in production, which allows output to rise more rapidly than

consumption. Later, when the stock of private capital is relatively large, the higher

costs of extraction and the diminishing marginal product of private inputs reduces

the use of the nonrenewable resource. However, at this point (t > 12), private capital

and consumption have entered a virtuous cycle upwards.

Although the tax revenue is slightly augmented over time, increasing from eP0 =

0.11 to eP25 = 0.18 , the share directed to investment in public capital is at no

point in time enough to cover the depreciation of the existing public capital stock.

Thus, a positive net investment is only possible because of free inflows from abroad,

iF > 0. The blue trajectory illustrates that public debt is soaring rapidly over time,

indicating the primary surplus is too small to slowdown the continuous increase in

per capita debt. With the allocation of public resources being predetermined, the

government has no other possibility to lower its outstanding debt than to increase

its tax revenue.

Finally, the pathways of carbon emissions and atmospheric quantities of CO2 are,

unsurprisingly, explosive. Total atmospheric greenhouse gas concentration increases

from the initial level M0 = 1.3 to M25 = 1.73.

Scenario 2: Mitigation Efforts, No Adaptation

The next scenario considers the typical policy recommendations of the 1990s and

early 2000s. Mitigation of carbon emissions was strongly emphasized by the IPCC’s
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first three assessment reports, but with little progress made on this front, adapta-

tion gained policy prominence thereafter (see IPCC Working Group II, 2007). In

considering a more optimistic picture than this history, the government policymaker

is serious about stopping climate change and allocates 40% of public capital usage

to mitigation efforts (ν3 = 0.4). Believing mitigation measures to be sufficient, the

planner invests nothing in adaptation, hence ν2 = 0. The remainder of public capital

is spent on public infrastructure, ν = 0.6. With these public allocation conditions the

optimal trajectories determined by NMPC are plotted in Figure 2 (the color scheme

is as before).20 In order to make the new trajectories comparable to the previous

example, the time paths of Figure 1 are added as dashed lines.21

Compared with the no-policy-action scenario, the initial decline of the private

capital stock is much deeper and lasts longer. At the end of the simulation, the

capital stock (at T = 25) is less than two-thirds of the final value observed for

ν1 = 1. The obvious reason is that production declines as the government reduces its

provision of public infrastructure capital for production. Less output and income, in

turn, induces a lower consumption level. Therefore, for all t, consumption is lower in

the presence of mitigation efforts versus the case in which there is no social spending

on climate change mitigation efforts. More concerning, however, is that the gap

widens over time as consumption stabilizes in Scenario 2, but is still on the rise in

Scenario 1.

An additional effect of the lower output in Scenario 2 is the reduction in tax rev-

20Namely, private capital k is black; public capital g is cyan; non-renewable resources stock R is
magenta (with u as the slope); public debt b is the blue line, and; consumption c is red.

21The optimal consumption path corresponding to Scenario 1 is always higher than c under
Scenario 2.
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Figure 2: Optimal time paths of all state variables and consumption if 40% of public
capital is used for mitigation and the remaining 60% to support output production.
The respective paths of the state variables are displayed as solid lines, with the
relationship between colors and variables being the same as in figure 1. Dashed tra-
jectories depict the optimal evolution of the state variables if neither mitigation nor
adaptation measures are implemented. They represent the solution already observed
in figure 1. The red graphs constitute the optimal consumption paths, the higher for
the case of no mitigation and the lower for the use of 40% of public capital.
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enue. It starts at eP0 = 0.09 and remains virtually unchanged during the simulation.

This contrasts with the first scenario’s continuous rise in government income. With

less tax revenue, there are less funds available for debt service, which is reflected in

the level of debt soaring faster than before. Similarly, fewer funds are available for

public capital whose stock is also lower than before. However, since the buildup of

public capital is mainly driven by free foreign funds, its path is inelastic to changes

in investment coming from domestic sources.

The shift in public capital away from production support is compensated in the

private sector by the increased extraction of the non-renewable resource. As before,

the extraction rate follows a U-shaped time path, peaking at t = 13.5, at the inflection

point of the R curve in Fig. 2.

Typically, direct comparisons of utility or aggregate social welfare are difficult. In

the present case, however, the greater social benefit of the Scenario 1 over Scenario

2 is true on an ordinal basis, since the social welfare function, equation (20), is

monotonic in each of its arguments. Specifically, greater consumption is always

preferred and less atmospheric CO2 is also preferred within the ranges considered.

Because there is more consumption and less CO2 in Scenario 1, it is Pareto-preferred

to Scenario 2. This strong result is due to the private sector’s incentive to use

a larger share of the non-renewable resource in production to compensate for the

lack of support from the government. Thus, even with a significant share of public

capital, ν3 = 40%, put toward mitigation, it fails to counter the increasing extraction

of natural recourses that it circuitously incentivizes. The result here, therefore, is

that it is better for a country to focus on traditional economic development than
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taking mitigation policy into account. This at least holds for the large fraction of

public capital allocated away from infrastructure and assigned to mitigation. This

scenario is therefore rather extreme in its growth-reducing policy effects relative to

scenario 1.

Finally, it should be noted that the foregoing example does not argue against

public mitigation or adaptation projects in general. Rather, it points out that a

suboptimal allocation of public capital can lead to inefficient results. The share of

public capital devoted to mitigation efforts was set arbitrarily high and, as it turned

out, much too high. Similar results can be obtained when ν2 6= 0, but then the

benefit to social welfare depends strongly on the adaptation parameters in (10). In

general, reallocating scarce public capital away from output measures will incentivize

greater use of the non-renewable resource in production. This raises the general

question: What is the optimal allocation of public capital to productive uses versus

combatting climate change? It is hard to imagine that any individual or government

would expect this allocation to be fixed throughout time. In the next we section we

therefore introduce the allocative shares ν1, ν2 and ν3 as control variables and adjust

the model accordingly.

4.2 Dynamic Allocation of Public Capital

Scenario 3: Interdependent Variation of ν1, ν2, ν3

The share of public capital used for the promotion of output, ν1, is now introduced

as control variable. To keep the model concise,22 the allocation of the remaining

22This parameter simplification is necessary because the NMPC implementation in Matlab does
not converge when greater than three control variables are used. In Scenario 5 (see below) we
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(1−ν1)×100% of public capital g to climate change efforts is evenly divided between

mitigation and adaptation. That is,

ν2 = ν3 =
1− ν1

2

Furthermore, we keep the number of control variables at three by fixing tax revenue

constant at ePt = eP = 0.1. This is an innocuous change since the variability of ePt in

the previous scenarios was limited with only a minor influence on the other optimal

pathways. For all other parameters, we continue to use those specified in Table 1.

The dynamic results of this scenario are plotted in Figure 3. The optimal propor-

tion of public capital allocated to growth-enhancing infrastructure (the magenta line)

falls from an initial level of ν1 = 0.95 to below 90% before reaching to a relatively

constant level at ν1 = 0.93. Thus, approximately only 7% of public capital are used

for climate change-related purposes, equally allocated to mitigation and adaptation

measures. This supports our assertion that the mitigation effort in Fig. 2 was set

too high and thereby induced welfare-deteriorating effects.

The results of scenario 3 are fairly robust to changes in production parameters.

If we reduce the weight of public capital in the production function from β = 0.5 to

β = 0.2, the optimal share allocated to production falls from 93% to approximately

ν1 = 0.83 (see black line in Fig. 3). Hence, a 60% reduction in public capital’s output

elasticity translates into an 11% decline in proportionate allocation of g to this use.

Moreover, the time path of ν1 with β = 0.2 is very similar to the original specifica-

overcome this computational limitation by employing the Applied Modeling Programming Language
(AMPL).
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tion: initially dropping before slowly recovering toward its steady-state. This trend

changes when the disutility of climate change in (10) is increased from ε = 1.1 in

Table 1 to ε = 2. For β = 0.2 the stabilizing value of ν1 is little changed at 82%

(cyan in Fig. 3), but the dynamics reaching this point are reversed: an initial jump in

ν1 followed by a decline and recovery. Thus, under quite different parameterizations,

the overall result is that between 80 and 95% of public investment should continue

to go toward growth-enhancing infrastructure. The remaining 5 to 20% should then

be allocated to climate change mitigation and adaptation policies.

Scenario 4: Fixed ν1, Interdependent Variable of ν2, ν3

The final scenario focuses on the appropriate mix of climate change policies. The

allocation of public capital used to support private production is fixed at ν̄1 = 0.4.

The government directly controls ν2, the fraction of g put toward adaptation efforts,

and through it mitigation policy funding ν3 is determined as

ν3 = 1− ν̄1 − ν2

Again, the tax revenue is set constant at ePt = eP = 0.11, and the high aversion to

climate change is maintained in the welfare function: ε = 2.

Under these conditions the optimal evolution of the share of public capital allotted

to adaptation efforts is depicted by the blue graph in Figure 4.23 At the beginning

of the simulation, ν2 remains near its initial value of 0.4. From t = 4 to t = 12,

23The results displayed in Fig. 4 are obtained using an optimization horizon of N = 10 periods,
a step length of dt = 1/2 with 50 iterations.
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Figure 3: Optimal time paths of the share of public capital used to enhance the
production of output, if public capital devoted to climate change -related measures
is equally allocated to mitigation and adaptation activities and the tax revenue is
constant at ep (t) = ep = 0.11. The magenta graph is based on the parameter values
presented in table 1. After a decrease in the weight of public capital in the production
function to β = 0.2, we obtain the black time path. The cyan graph represents the
optimal evolution for β = 0.2 and ε = 2. In any of the three examples, achieving
an optimal value of the society’s well-being requires to allocate public capital to
mitigation and adaptation activities.
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the adaptation effort ramps up, and mitigation efforts are, in turn, scaled back. For

t > 12, the maximum adaptation is reached and maintained, ν2 = 0.6. This implies

ν3 = 0: there is no further effort to mitigate the emissions of CO2 in the atmosphere.

This no-mitigation result is driven by the decreasing marginal disutility of car-

bon emissions. From (10) we see the marginal disutility of a unit increase in the

atmospheric GHG concentration is given by

∂U

∂M
= −ε

(
c
(
α2e

P
)η (

M − M̃
)−ε

(ν2g)ω
)1−σ (

M − M̃
)−1

(21)

which is inversely proportional to M . Therefore, as M increases, the relative utility

loss falls and adaptation becomes increasingly cost competitive with mitigation whose

marginal cost is fixed at θ in (9). Indeed, the economy underlying the blue line in

Figure 4 exhibits a continuous and undamped increase in the atmospheric greenhouse

gas concentration reaching M (25) = 2.18 at the end of the observation period (not

shown).

To assess robustness we again consider two alternative parameterizations. First,

we double the mitigation cost parameter to θ = 0.02. As expect, for the reasons ex-

plained above, the relative mitigation effort is gradually reduced in favor of intensified

adaptation measures (red line in Fig: 4). Compared to the original parameterization,

however, the reallocation toward adaptation occurs at a much slower pace. At the

end of the simulation approximately 20% of the public fund is put toward mitigation.

Finally, the pace of reallocation of public funds from mitigation to adaptation

efforts is further slowed if the elasticity of adaptation efforts is lower. We reduce

ω from 0.05 to ω = 0.038 and keep θ = 0.02. The new specification is plotted as
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the green line in Fig. 4. As expected, the optimal reallocation toward away from

mitigation efforts are occur slowly relative to the previous specifications.

Overall these four scenarios indicate that the bulk of public funds should con-

tinue to flow to growth-enhancing endeavors. Given the long-term preference for

adaptation efforts, funding growth projects that also enhance a country’s resilience

to the impacts of climate change is especially important. Although preliminary, the

results present in scenarios 3 and 4 are robust to various parameterizations. Ideally,

one would like the government to control the allocative shares ν2 and ν3 (or ν1)

independently. Unfortunately NMPC control variable optimization in Matlab has

computational limits, particularly when the objective function is as complex as in

the current model.

As part of this climate change research project, the framework model presented

here is already being extended in a C++ NMPC program that enables independent

control of ν2 and ν3. This will be explored further in a future project. However,

already available is the Applied Modeling Programming Language (AMPL) which

can solve numerical systems with greater than three control variables (Fourer et al.,

2002).24 Therefore, as final extension of the IAM framework developed here, we

employ AMPL in our next scenario.

Scenario 5: Optimal joint allocation of ν1, ν2 and ν3

We extend here scenarios 3 and 4. In scenario 3, with the tax rate fixed near its

optimal value, ν1 was optimally chosen, and ν2 and ν3 were evenly divided between

24AMPL has been applied to economic optimization problems in Semmler and Maurer (2015).
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Figure 4: Optimal time paths of the share of public capital allotted to adaptation
for ep (t) = ep = 0.11, ε = 2 and ν1 = 0.4. With all the remaining parameters
being given by table 1, the adaptation share evolves according to the blue graph. If,
the parameter θ is doubled to θ = 0.02, the optimal time path is given by the red
graph. When additionally assuming η = 0.038, we obtain the green path as optimal
solution. In all cases, the focus shifts gradually from mitigation to adaptation efforts
as the atmospheric concentration of greenhouse gases increases.
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the the residual public capital, namely 1 − ν1. In scenario 4, both the tax rate and

ν1 are fixed at their approximate optimal values such that ν2 and ν3 optimally divide

the residual of public capital. For the present scenario we report results in which

the tax rate eP as well as the fractions ν1, ν2 and ν3 of public capital are optimally

chosen.25 Since this requires a more complex model – one with six control variables

and five state variables – the computation becomes too complicated for our NMPC

algorithm. We therefore employ another algorithm known as AMPL.26

In the context of this scenario in which ν3 is a a decision variable, problems arise

in the linear mitigation cost term in (9) since the numerical results are likely to

run into the so-called “bang-bang” problem.27 This danger was confirmed in the

numerical results in the sense that the decision variable ν3 was always driven to

zero. Therefore, we introduce a nonlinearity mitigation effect and propose a sightly

modified emission equation:

Ṁt = γut − µ
(
Mt − κM̃

)
− θ(ν3 · gt)φ (22)

where 0.20 ≤ φ ≤ 1 and the allocative fractions remain exhaustive, ν1 + ν2 + ν3 = 1.

We selected this limited parameter range for φ for which reasonable results appear

(see Semmler and Maurer, 2015)

Figure 5 presents the steady state values of the allocation decisions, ν1, ν2 and

ν3 as the nonlinear parameter φ rises from 0.22 to unity (i.e., the linear cost case).

25The case of an optimal decision made regarding mitigation and adaptation alone has already
been discussed in the literature, see Zemel (2015).

26For details of how this algorithm works see Semmler and Maurer (2015).
27That is, there are likely to be only corner solutions when the θν3g term in (9) linearly affects

Ṁ , the change in CO2 atmospheric concentration.
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Figure 5: Optimal choice of the allocation of public capital; allocation decisions ν1,
ν2 and ν3 optimal, and welfare level depending on the parameter φ.

The tax rate (not shown) is also optimally selected and approximates the NMPC

results reported above. As already demonstrated in scenario 3, in which ν1 was

chosen optimally, the greatest fraction of public capital should flow to productivity-

enhancing infrastructure investments. The upper left panel in Figure 5, shows that

ν1 is always above 92%. Then, as before, a larger share of the the residual public

capital 1 − ν1 should go to adaptation, ν2 and a smaller one to mitigation, ν3 (see

the top right and lower left panels, respectively). The lower right panel shows the

changing welfare value depending on the mitigation cost curvature parameter.28

28Note that with the use of the AMPL algorithm as discussed in Semmler and Maurer (2015)
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5 Conclusions

The continuous increase in atmospheric greenhouse gas concentrations and the now

unavoidable levels of (at least) medium-term climate change suggest that countries

must work not only to mitigate climate change, they must also, to some extent,

adapt to changing climatological patterns. In terms of fiscal policy the allocation

of a government’s limited resources is a crucial policy question, in particular for

developing economies. We have presented a framework for an integrated assessment

model that can be calibrated to country- and institution-specific circumstances for

determining the relative share of public capital to be committed to growth-enhancing

infrastructure, mitigation of, and adaptation to climate change. We demonstrated

that the governing institutions play a central role in overcoming free-rider problems

associated with externalities like climate change. Our proposed framework model

links GHG emissions with the use of a CO2-emitting non-renewable resource such as

fossil fuels.

Climate science has now sufficiently demonstrated that CO2 emissions lead to ris-

ing average temperatures and localized damages through extreme events. Yet, there

is a policy trade-off between the use of funds allocated to infrastructure for produc-

tion, for mitigation of GHG emissions and infrastructure against extreme events to

ameliorate local damages from such events. Harmful events might occur in spite

of mitigation, but the probability of an extreme and harmful event is reduced with

greater mitigation efforts. The optimal mix and the relative timing for those two

the present value of welfare can also be computed.
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types of challenges is important for policymakers. Yet it is important to note that

there might be a threshold beyond which CO2 emissions and temperature increases

magnify the negative impacts, which would significantly increase the need for adap-

tation efforts (see Nordhaus, 2013; Greiner et al., 2010a).

In our proposed framework scenarios, emissions are modeled as having direct ef-

fects on welfare, which better encapsulates the multitude of economic, health, migra-

tion, and intrinsic environmental losses expected from insufficiently abated climate

change. The model also incorporates societies’ adaptive responses to climate change

through the use of public funds to alleviate the disutility of emissions. Given the

fact that the phasing in of renewable energy is partially incorporated through our

production function, we, through five scenarios, found it optimal to continue to focus

the bulk of funds on public infrastructure projects, but that the balance between mit-

igation and adaptation programs tends toward the latter as climate change becomes

extreme. After accounting for phase-in of renewable energy, our results suggest that

developing countries in particular should focus primarily on infrastructure projects

that enhance both economic livelihood and build resilience to climate change.
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