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Abstract

The depth and duration of the 2007–09 economic downturn serves as a powerful re-
minder of the real consequences of financial shocks. Although channels through which
disruptions in financial markets can affect economic activity are relatively well under-
stood from a theoretical perspective, assessing their quantitative implications for the
real economy remains a considerable challenge. This paper examines the extent to which
the workhorse New Keynesian model—augmented with the standard financial acceler-
ator mechanism—is capable of producing the dynamics of the U.S. economy during
the recent financial crisis. To do so, we utilize secondary market prices of outstanding
bonds of U.S. financial institutions to construct a measure of financial shocks, which
are then used to simulate the model over the crisis period. Our results indicate that a
reasonably calibrated version of the model can closely match the observed declines in
consumption, investment, output, and hours worked; in addition, the model can account
for the sharp widening of nonfinancial credit spreads, a decline in nominal short-term
interest rates and for the persistent disinflation experienced in the wake of financial
disruptions. Given its empirical relevance, we then use this framework to analyze the
potential benefits of a monetary policy rule that allows the short-term nominal rate
to respond to changes in financial conditions as measured by the movements in credit
spreads. Our results indicate that such a spread-augmented policy rule can effectively
dampen the negative consequences of financial disruptions on real economic activity,
while engendering only a modest increase in inflation.
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1 Introduction

The complexity and sophistication of today’s financial instruments and institutions—in a

global economy with a high degree of financial integration—were undoubtedly the major

factors behind the extraordinarily rapid transmission of financial shocks during the recent

crisis. When rising delinquencies on subprime mortgages in the first half of 2007, triggered

by the end of the housing boom in the United States, started to lead to large losses on

related structured credit products, investors became greatly concerned about structures

of securitized financial products more generally and began to pull back from risk-taking.

In the late summer, with investors’ risk appetite diminished substantially, the short-term

funding markets in the United States and abroad became severely disrupted, and liquidity

in private credit markets dropped sharply.

The initial financial turmoil did not appear to leave much of an imprint on real economic

activity. However, the persistent and escalating pressures on bank balance sheets caused a

pronounced tightening of aggregate credit conditions, a drop in asset values, and a slump in

business and consumer confidence. Indeed, on December 1, 2008, the NBER’s Business Cy-

cle Dating Committee determined that a peak in U.S. economic activity occurred sometime

in December 2007. And in spite of a number of unprecedented policy actions by the Federal

Reserve and other U.S. government entities to arrest and mitigate the ensuing contraction

in economic activity, the 2007–09 downturn has entered the record as the most severe—in

terms of both its depth and duration—recession of the postwar period.

The destructive power of this “adverse feedback loop” between financial conditions and

the real economy has led to much soulsearching among policymakers and economists. The

debate among the former, in particular, has focused on whether central banks should re-

spond only to inflation in the price of goods and economic slack, or should they also respond

to movements in asset prices. The latter group, in contrast, has responded by developing

a slew of new dynamic general equilibrium models, in which the deterioration in the eq-

uity capital position, or net worth, of financial intermediaries—by reducing the supply of

credit—leads to and amplifies the ensuing economic downturn.1

Although channels through which disruptions in financial markets can influence eco-

1Empirical studies documenting the real-side effects of adverse credit supply shocks include
Peek and Rosengren [1997, 2000], Calomiris and Mason [2003], and Ashcraft [2005]. From a theoretical per-
spective, Goodfriend and McCallum [2007] investigate the role of banks that produce loans and deposits us-
ing a production function that requires, as inputs, both the monitoring effort and collateral; Van den Heuvel
[2008] analyzes the welfare costs of regulatory capital requirements, which reduce the ability of banks to
create liquidity; Dib [2009] and Gerali et al. [2010] formulate DSGE models with monopolistically compet-
itive banks in deposits and loan markets; and Gertler and Karadi [2009] construct a model in which an
agency problem between depositors and financial intermediaries ties the availability of credit to interme-
diaries’ capital position. An alternative approach, followed by Chen [2001], Meh and Moran [2004], and
Hirakata et al. [2009], has been to incorporate the Holmstrom and Tirole [1997] framework into quantitative
general equilibrium models.
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nomic activity are relatively well understood from a theoretical perspective, assessing their

quantitative implications for the real economy remains a considerable challenge. In this

paper, we examine the extent to which the workhorse DSGE model with financial frictions—

the New Keynesian model of Christiano et al. [2005] (CEE hereafter) and Smets and Wouters

[2007] (SW herafter) and augmented with the financial accelerator mechanism of Bernanke et al.

[1999] (BGG hereafter)—can replicate the dynamics of the U.S. economy during the 2007–09

period.

We do so in two steps. First, following the recent work of Gilchrist and Zakraǰsek [2010],

we use micro-level prices of bonds issued by U.S. financial institutions to decompose finan-

cial credit spreads into two components: a component capturing the usual countercyclical

movements in expected defaults; and a component representing the cyclical changes in the

relationship between default risk and credit spreads—the so-called excess bond premium.

We show that the excess bond premium in the U.S. financial sector contains substantial

predictive content for future economic activity, especially for the cyclically sensitive com-

ponents of aggregate demand. Using an identified vector autoregression (VAR) framework,

we demonstrate that shocks to the excess bond premium that are orthogonal to the current

state of the economy, the net worth position of the nonfinancial sector, and the Treasury

term structure cause economically and statistically significant declines in real economic

activity.

In the second part of the paper, we use fluctuations in the estimated excess bond pre-

mium as a proxy for exogenous disturbances to the financial sector within the CEE/SW

framework augmented with the BGG financial accelerator. We calibrate the key parameters

of the model, so that the responses of macroeconomic aggregates to a financial shock match

the corresponding impulse responses estimated using the actual data. Using this calibration,

we then explore the extent to which observable fluctuations in the excess bond premium can

account for macroeconomic dynamics during the recent financial crisis. Our results indicate

that the model can fully account for the overall drop in consumption, investment, output,

and hours worked that was observed during the crisis period. The model also does well at

matching the observed decline in inflation and nominal interest rates, as well as the sharp

widening of nonfinancial credit spreads.

Finally, we use this framework to analyze the potential benefits of an alternative mone-

tary policy rule, a robust first-difference rule that allows for nominal interest rates to respond

to changes in financial conditions as measured by the fluctuations in credit spreads. Our

results suggest that by allowing the nominal interest rate to respond to credit spreads, as

suggested recently by Taylor [2008] and McCulley and Toloui [2008], monetary policy can

effectively dampen the negative consequences of financial market shocks on real economic

activity, while experiencing only a modest increase in inflation.
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The remainder of the paper is organized as follows. Section 2 contains a discussion of

our data sources. Section 3 presents the empirical methodology used to estimate the excess

bond premium and examines its predictive power for future economic activity. Section 4

outlines the general equilibrium framework used to study the impact of financial shocks on

the macroeconomy and presents the corresponding results. Section 5 concludes.

2 Data Sources and Methods

2.1 Credit Spreads

The key information underlying our analysis comes from a sample of fixed income securities

issued by U.S. financial corporations.2 Specifically, for the period from January 1985 to

June 2010, we extracted from the Lehman/Warga (LW) and Merrill Lynch (ML) databases

month-end prices of outstanding financial corporate bonds that are actively traded in the

secondary market.3 To guarantee that we are measuring borrowing costs of different firms

at the same point in their capital structure, we restricted our sample to senior unsecured

issues with a fixed coupon schedule only.

We focus on the period from the mid-1980s onward, a period marked by a significant

deregulation of financial markets (e.g., the repeal of Regulation Q (1986); the Riegle-Neal

Act (1994); the Gramm-Leach-Bliley Act (1999)). In addition, rapid advances in infor-

mation technology over the past quarter of the century have lowered the information and

monitoring costs of investments in public securities, thereby increasing the tendency for cor-

porate borrowing to take the form of negotiable securities issued directly in capital markets.

By improving liquidity in both the primary and secondary markets, these changes in the

financial landscape have facilitated more efficient price discovery and have likely improved

the information content of credit spreads for future economic outcomes.4

The micro-level aspect of our data set allows us to construct credit spreads that are

not biased by the maturity/duration mismatch, a problem that plagues credit spread in-

dexes constructed with aggregated data. In particular, for each individual bond issue

2Our definition of the financial sector encompasses publicly-traded financial firms in the following 3-digit
NAICS codes: 522 (Credit Intermediation & Related Activities); 523 (Securities, Commodity Contracts
& Other Financial Investments & Related Activities); 524 (Insurance Carriers & Related Activities); and
525 (Funds, Trusts & Other Financial Vehicles). Government-sponsored entities, such as Fannie Mae and
Freddie Mac, are excluded from the sample.

3These two data sources are used to construct benchmark corporate bond indexes used by market partic-
ipants. Specifically, they contain secondary market prices for a vast majority of dollar-denominated bonds
publicly issued in the U.S. corporate cash market. The ML database is a proprietary data source of daily
bond prices that starts in 1997. By contrast, the LW database of month-end bond prices has a somewhat
broader coverage and is available from 1973 through mid-1998 (see Warga [1991] for details).

4The ability of corporate bond credit spreads to predict economic activity has been documented by
Gertler and Lown [1999]; King et al. [2007]; Mueller [2007]; Gilchrist et al. [2009b]; Gilchrist and Zakraǰsek
[2010]; and Faust et al. [2010].
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in our sample, we construct a theoretical risk-free security that replicates exactly the

promised cash-flows of the corresponding corporate debt instrument. For example, consider

a corporate bond k issued by firm i that at time t is promising a sequence of cash-flows

{C(s) : s = 1, 2, . . . , S}, consisting of the regular coupon payments and the repayment of

the principle at maturity. The price of this bond in period t is given by

Pit[k] =
S∑

s=1

C(s)D(ts),

where D(t) = e−rtt is the discount function in period t. To calculate the price of a cor-

responding risk-free security—denoted by P f
t [k]—we discount the promised cash-flow se-

quence {C(s) : s = 1, 2, . . . , S} using continuously-compounded zero-coupon Treasury yields

in period t, obtained from the daily estimates of the U.S. Treasury yield curve reported by

Gürkaynak et al. [2007]. The resulting price P f
t [k] can then be used to calculate the yield—

denoted by yft [k]—of a hypothetical Treasury security with exactly the same cash-flows as

the underlying corporate bond. The credit spread Sit[k] = yit[k]−yft [k], where yit[k] denotes
the yield of the corporate bond k, is thus free of the “duration mismatch” that would occur

were the spreads computed simply by matching the corporate yield to the estimated yield

of a zero-coupon Treasury security of the same maturity.

To ensure that our results are not driven by a small number of extreme observations,

we eliminated all bond/month observations with credit spreads below 5 basis points and

with spreads greater than 3,500 basis points. In addition, we dropped from our sample

all observations with a remaining term-to-maturity of less than one year or more than

30 years, because calculating spreads for maturities of less than one year and more than

30 years would involve extrapolating the Treasury yield curve beyond its support. These

selection criteria yielded a sample of 886 individual securities between January 1985 and

June 2010. We matched these corporate securities with their issuer’s quarterly income

and balance sheet data from Compustat and daily data on equity valuations from CRSP,

yielding a matched sample of 193 firms.

Table 1 contains summary statistics for the key characteristics of bonds in our sample.

Note that a typical financial firm may have a few senior unsecured issues outstanding

at any point in time—the median firm, for example, has two such issues trading in any

given month. This distribution, however, exhibits a significant positive skew, as some firms

can have as many as 43 different issues trading in the market at a point in time. The

distribution of the real market values of these issues is similarly skewed, with the range

running from $9.2 million to more than $4.3 billion. Not surprisingly, the maturity of

these debt instruments is fairly long, with the average maturity at issue of about 10 years.

Because these securities tend to generate significant cash flow in the form of regular coupon
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payments, their average effective duration is only about 5.5 years.

According to the S&P’s credit-rating scale, our sample spans a wide spectrum of credit

quality, from “double CC” to “triple A.” At “A2,” however, the median bond is well within

the investment-grade category, an indication of the generally high creditworthiness of finan-

cial firms, at least as perceived by one of the major rating agencies. Turning to returns,

the (nominal) coupon rate on these bonds averaged 6.89 percent during our sample period,

while the average expected total return, as measured by the nominal effective yield, was

6.78 percent per annum. Relative to Treasuries, an average bond in our sample has an

expected return of about 172 basis points above the comparable risk-free rate, with the

standard deviation of 253 basis points.

Figure 1 depicts the time-series evolution of credit spreads for our sample of bonds.

With the exception of the recent financial crisis, the median credit spread on bonds issued

by financial institutions—although countercyclical—fluctuated in a relatively narrow range.

In spite of focusing on a relatively narrow segment of the U.S. financial system—namely, the

publicly-traded financial corporations with senior unsecured debt trading in the secondary

market—the interquartile range indicates a fair amount of dispersion in the price of debt

across different institutions, information that is potentially useful for identifying shocks to

the financial system.

2.2 Default Risk

We now turn to the construction of variables used to measure default risk in the finan-

cial sector, the crucial input in the construction of the excess bond premium. As in

Gilchrist and Zakraǰsek [2010], we employ the “distance-to-default” (DD) framework to

measure a firm-specific probability of default at each point in time.5 In this contingent

claims approach to corporate credit risk—developed in the seminal work of Merton [1974]—

it is assumed that a firm has just issued a single zero-coupon bond of face value D that

matures at date T . Rational stockholders will default at date T only if the total value of

the firm VT < D; by assumption, the rights of the bondholders are activated only at the

maturity date, as stockholders will maintain control of the firms even if the value of the firm

Vs < D for some s < T . In this context, the probability of default is, therefore, given by

5Several other papers consider similar market-based indicators of default risk for financial institutions.
For example, Gropp et al. [2006] construct a distance-to-default for a sample of large European banks and
find that the DDs are unbiased indicators of banks’ financial health and have substantial predictive power
for subsequent rating changes; Basurto et al. [2006] analyze the effect of financial and real variables on
the probabilities of default—derived from the Merton DD-framework—for banks in the sample of OECD
countries; Chan-Lau and Sy [2007] introduce a “distance-to-capital,” a market-based measure of default risk
for the commercial banking sector that accounts for fact banks are typically closed well before the equity
has been completely wiped out; and Carlson et al. [2008] develop an indicator of financial distress based
on the DDs for a sample of large U.S. financial institutions—including both commercial and investment
banks—and find that the health of the financial sector has important implications for the real economy.
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Pr[VT < D], a quantity that depends on the value of the firm and is not directly observable.

The key insight of the contingent claims approach to credit risk is that the equity of

the firm can be viewed as a call option on the underlying value of the firm with a strike

price equal to the face value of the firm’s debt. Thus, while the value of the firm cannot be

directly observed, it can, under the assumptions of the model, be inferred from the value

of the firm’s equity, the volatility of its equity, and the firm’s observed capital structure.

Specifically, it is assumed that the value of the firm follows a geometric Brownian motion:

dV = µV V dt+ σV V dW,

where µV denotes the expected continuously-compounded return on V ; σV is the volatility

of firm value; and dW is an increment of the standard Weiner process. In that case, the

Black-Scholes-Merton option-pricing framework implies that the value of the firm’s equity

satisfies:

E = V Φ(δ1)− e−rTDΦ(δ2), (1)

where r denotes the instantaneous risk-free interest rate, Φ is the cumulative standard

normal distribution function, and

δ1 =
ln(V/D) + (r + 0.5σ2

V
)T

σ2
V

√
T

and δ2 = δ1 − σV

√
T .

From equation (1) it is clear that the value of the firm’s equity depends on the total

value of the firm and time, a relationship that also underpins the link between volatility of

the firm’s value σV and the volatility of its equity σE:

σE =

[
V

E

]
∂E

∂V
σV .

Because under the Black-Scholes-Merton option-pricing framework ∂E
∂V = Φ(δ1), the rela-

tionship between the volatility of the firm’s value and the volatility of its equity is given

by

σE =

[
V

E

]
Φ(δ1)σV . (2)

Using the observed values of E, D, σE, and r, equations (1) and (2) can be solved for V

and σV using standard numerical techniques. However, as pointed out by Crosbie and Bohn

[2003] and Vassalou and Xing [2004], the excessive volatility of market leverage (V/E) in

equation (2) causes large swings in the estimated volatility of the firm’s value σV , which

are difficult to reconcile with the observed frequency of defaults and movements in financial

asset prices.
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To resolve this problem, we implement an iterative procedure recently proposed by

Bharath and Shumway [2008]. Assuming a forecasting horizon of one year (i.e., T = 1)

and letting the risk-free rate r equal the daily 1-year constant-maturity Treasury yield, we

implement the model as follows: First, we assume that the face value of the firm’s debt D

is equal to the sum of the firm’s current liabilities and one-half of its long-term liabilities.6

Second, we estimate σE from daily stock returns over the previous year and use this estimate

to initialize σV = σE[D/(E +D)]. We then use this value of σV in equation (1) to infer the

market value of the firm’s assets V for every day of the previous year. Lastly, we calculate

the implied daily log-return on assets (i.e., ∆ lnV ) and use the resulting series to generate

new estimates of σV and µV . The procedure is iterated on σV until convergence. The

resulting solutions are then used to calculate the firm-specific DD at month-end as

DD =
ln(V/D) + (µV − 0.5σ2

V
)

σV

. (3)

The corresponding implied probability of default is given by

Pr[V ≤ D] = Φ(−DD) = Φ

(
−
(
ln(V/D) + (µV − 0.5σ2

V
)

σV

))
, (4)

which, under the assumptions of the Merton model, should be a sufficient statistic for

predicting defaults.

We employ this methodology to calculate the distance-to-default for all U.S. financial

corporations covered by the S&P’s Compustat and CRSP (i.e., 2,477 firms over the Jan1985–

June2010 period). Figure 2 plots the cross-sectional median of the DDs for the 192 bond

issuers in our sample. As a point of comparison, the figure also depicts the cross-sectional

median and interquartile range of the DDs for the entire Compustat-CRSP matched sample

of financial firms.7 According to this metric, the credit quality of the median bond issuer in

our sample is, on average, comparable to that of the median financial firm. The median DD

for both groups of firms is also strongly procyclical, implying—from the perspective of equity

investors—a significant increase in the likelihood of default during economic downturns.

Indeed, during the height of the recent financial crisis in late 2008 and early 2009, default

risk in the financial sector reached a record level by recent historical standards.

The data shown in Figure 2 raise an obvious question: How good of an indicator of

6This assumption for the “default point” is also used by Moody’s/KMV in the construction of their
Expected Default Frequencies (EDFs) based on the Merton DD-model, and it captures the notion that
short-term debt requires a repayment of the principal relatively soon, whereas long-term debt requires the
firm to meet only the coupon payments. Both current and long-term liabilities are taken from quarterly
Compustat files and interpolated to daily frequency using a step function.

7To ensure that our results were not driven by a small number of extreme observations, we eliminated from
our sample all firm/month observations with the DD of more than 20 or less than -2, cutoffs corresponding
roughly to the 99th and 1st percentiles of the DD distribution, respectively.
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default risk is the distance-to-default, a measure that treats the firm’s financial policy in

such a highly simplified manner? This question is especially relevant in light of the fact that

structural default models, such as the Merton DD-framework, do a rather poor job of pric-

ing corporate bonds.8 At first glance, the failure of structural models to explain the level of

corporate credit spreads is likely due to their inability to predict accurately the likelihood

of default. Indeed, much research on corporate credit risk over the past 25 years has been

devoted to improving the way in which economists model default, including the introduction

of stochastic default boundaries and dynamic capital structure (Leland and Toft [1996]), as

well as accounting for the ability of the firm to alter its liability structure in the future

(Anderson and Sundaresan [1996] and Collin-Dufresne and Goldstein [2001]). However, as

shown by Huang and Huang [2003] and Eom et al. [2004], these important extensions of the

contingent claims approach to corporate credit risk have so far failed to improve substan-

tially the ability of such models to explain the level of corporate bond prices.

An alternative possibility is that factors unrelated to default risk—and, therefore, absent

from the structural models altogether—play a significant role in the determination of bond

prices. It is well known in the corporate finance literature that less than one-half of the

variation in corporate bond credit spreads can be attributed to the financial health of

the issuer (e.g., Elton et al. [2001] and Huang and Huang [2003]). Moreover, as shown by

Collin-Dufresne et al. [2001], key variables from the structural model explain only a small

portion of the variation in credit spreads, with the unexplained portion likely reflecting

some combination of time-varying liquidity premium and fluctuations in the market price

of default risk. Thus, it may be plausible that structural models might account well for the

idiosyncratic default-risk component of corporate bond prices, while, at same time, fail to

capture a significant portion of the total credit spread or the variability of bond returns.

Indeed, in a recent paper, Schaefer and Strebulaev [2008] present compelling micro-

level evidence that even the simplest structural default model—the Merton’s DD-model

with nonstochastic interest rates—can account quite well for the default-risk component of

corporate bond prices. In particular, they show that the standard structural models generate

sensitivities of corporate bond returns to the issuing firm’s equity and riskless bond returns

that are remarkably consistent with those observed in the actual data. Because in the

contingent claims framework, any change in the value of debt is the result of a change in

either the value of assets that collateralize the debt or in the riskless rate, their results imply

that, to the extent that exposure to equity adequately reflects the underlying exposure to

8In the corporate credit risk nomenclature, structural models of default employ contingent claims analysis
to determine the appropriate price of a given risky bond; reduced-form models, in contrast, abstract from
specifying the process for the value of the firm and model default as a pure jump process; see Lando [2004] for
a recent review of the literature. By studying the empirical performance of a number of structural models,
Eom et al. [2004] find a significant pricing error in both directions—some models tend to systematically
overvalue, while other models tend to undervalue corporate debt.
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credit risk, structural default models are able to capture the default-related component of

credit spreads.9 Thus in the context of pure default-risk exposure, it seems impossible to

explain both the level of credit spreads and the sensitivity of corporate debt to equity—as

argued by Schaefer and Strebulaev [2008], either the sensitivity to equity or the market

price of default risk needs to be substantially higher to reconcile observed credit spreads

with the contingent claims framework.

3 The Excess Bond Premium

In this section, we present a flexible empirical framework used to decompose financial credit

spreads into two components: a default-risk component capturing the usual countercyclical

movements in expected defaults; and a non-default-risk component that we argue represents

the cyclical fluctuations in the relationship between default risk and credit spreads—the so-

called excess bond premium. We then examine the extent to which movements in the excess

bond premium are informative about subsequent economic growth. Lastly, we consider the

macroeconomic implications of financial shocks, identified by orthogonalizing shocks to the

excess bond premium in a standard VAR framework.

3.1 The Empirical Framework

As discussed in the previous section, the existing empirical evidence supports the view that

the distance-to-default, our measure of institution-specific default risk, accounts well for

the default-risk component of credit spreads, while not being able to explain a substantial

non-default-risk component, the main focus of this paper. Nonetheless, our decomposition

is complicated by the fact that a significant portion of bonds in our sample are callable

(see Figure 3). As shown by Duffee [1998], if the firm’s outstanding bonds are callable,

movements in the risk-free rates—by changing the value of the embedded call option—will

have an independent effect on bond prices, complicating the interpretation of the behavior

of credit spreads.10

To deal with this issue, we utilize the micro-level aspect of our bond data to control

9The results of Schaefer and Strebulaev [2008] are consistent with those of Leland [2004], who finds that
the Leland and Toft [1996] model is able to capture relatively well the term structure of default probabilities;
they are also consistent with those of Huang and Huang [2003], who show that structural models calibrated
with reasonable parameter values are capable of producing default probabilities that accord reasonably well
with historical data.

10For example, as the general level of interest rates in the economy increases, the option to call becomes
less valuable, which accentuates the price response of callable bonds relative to that of non-callable bonds.
As a result, a rise in interest rates will, ceteris paribus, compress the credit spreads of callable bonds more
than the credit spreads of their non-callable counterparts. In addition, prices of callable bonds are likely to
be sensitive to uncertainty regarding the future course of interest rates. On the other hand, to the extent
that callable bonds are, in effect, of shorter duration, they may be less sensitive to changes in default risk.
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directly for the effects of the Treasury term structure and interest rate uncertainty on the

credit spreads of callable bonds when constructing the excess bond premium. Specifically,

we consider the following empirical bond-pricing model:

lnSit[k] = (1 + CALLi[k])× (β0 + β1DDit + β2DD
2
it + γ′Xit[k]) +

CALLi[k]× (θ1LEVt + θ2SLPt + θ3CRVt + θ4VOLt) +RTGit[k] + INDi[k] + ǫit[k], (5)

where CALLi[k] is an indicator variable that equals one if bond k (issued by firm i) is callable

and zero otherwise; DDit denotes the estimated year-ahead distance-to-default for firm i;

and ǫit[k] is a “bond-pricing error.”11 In our framework, credit spreads of callable bonds

are allowed to depend separately on the level (LEVt), slope (SLPt), and curvature(CRVt)

of the Treasury yield curve, the three factors that summarize the vast majority of the

information in the Treasury term structure, according to Litterman and Scheinkman [1991]

and Chen and Scott [1993].12 The credit spreads of callable bonds are also influenced by

the uncertainty regarding the path of long-term interest rates, as measured by the option-

implied volatility on the 30-year Treasury bond futures (VOLt).

We also allow for a nonlinear effect of default risk on credit spreads by including a

quadratic term of DDit in the bond-pricing regression, thereby accounting for the nonlinear

relationship between credit spreads and leverage documented by Levin et al. [2004].13 The

vector Xit[k], in contrast, controls for the bond-specific characteristics that could influence

credit spreads through either term or liquidity premiums, including the bond’s duration

(lnDURit[k]), the amount outstanding (lnPARit[k]), and the bond’s (fixed) coupon rate

(lnCPNi[k]). The bond-pricing regression also includes credit rating fixed effects (RTGit[k]),

which capture the “soft information” regarding the firm’s financial health, information that

is complementary to our option-theoretic measures of default risk; see, for example, Löffler

[2004, 2007]. The (3-digit NAICS) industry fixed effects (INDt[k]) are included to control

for any potential (time-invariant) differences in recovery rates across the different segments

of the financial industry.

By averaging across bonds/firms at each point in time, we can define the predicted

average credit spread as
̂̄St =

1

Nt

∑

i

∑

k

Ŝit[k],

11Taking logs of credit spreads provides a useful transformation to control for heteroscedasticity, given
that the distribution of credit spreads is highly skewed.

12The level, slope, and curvature factors correspond, respectively, to the first three principal components
of nominal Treasury yields at 3-month, 6-month, 1-, 2-, 3-, 5-, 7-, 10-, 15, and 30-year maturities. All yield
series are monthly (at month-end) and with the exception of the 3- and 6-month bill rates are derived from
the smoothed Treasury yield curve estimated by Gürkaynak et al. [2007].

13As a robustness check, we also considered higher-order polynomials of the distance-to-default, but the
inclusion of cubic and quartic terms had virtually no effect on our results.
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where Ŝit[k] is the predicted credit spread on bond k from the bond-pricing model (5) and

Nt is the number of bond/firm observations in month t. The excess bond premium in

month t is then defined by the following linear decomposition:

EBPt = S̄t − ̂̄St,

where S̄t denotes the average credit spread in month t.

Table 2 contains OLS estimates—and associated standard errors—of the key parame-

ters from the bond-pricing model (5). According to the entries in the table, our option-

theoretic measure of default risk is a highly significant determinant—both economically and

statistically—of credit spreads on financial corporate bonds. Translating the coefficients on

the distance-to-default into the impact of variation in default risk (the sum of the linear and

quadratic DD terms) on the level of credit spreads, our estimates imply that an increase in

the distance-to-default of one standard deviation—a sign of improving credit quality—leads

to a narrowing of spreads of about 19 basis points for both callable and non-callable bonds.

The estimates in Table 2 also indicate that the shape of the Treasury term structure

and interest rate uncertainty have first-order effects on the credit spreads of callable bonds,

which are consistent with the theoretical predictions. For example, a one standard deviation

increase in the level factor implies a 78 basis points reduction in the credit spreads on callable

bonds, while a one standard deviation increase in the slope factor lowers credit spreads on

such bonds 30 basis points. An increase in the option-implied volatility on the long-term

Treasury bond futures of one percentage point implies a widening of callable credit spreads

of 13 basis points, because the rise in interest rate uncertainty lowers the prices of callable

bonds by boosting the value of the embedded call options.

The importance for controlling for the optionality of bonds is illustrated in Figure 4,

which shows the time path of the average credit spread in our data set, along with the

predicted values from the bond-pricing regression (5) and from the specification that imposes

the restriction θ1 = . . . = θ4 = 0, that is, a specification that does not control for the effects

of the Treasury term structure and interest rate uncertainty. The former, clearly, fits the

data much better. Fluctuations in the value of embedded call options had an especially

significant effect during the recent financial crisis. The plunge in the risk-free interest rates

and the steepening of the Treasury term structure that began with the onset of the financial

crisis in the summer of 2007—two factors that more than offset the spike in (long-term)

interest rate volatility that occurred during that period—imply higher predicted values for

the credit spreads of callable bonds. As result, the option-adjustment terms account for

more than 400 basis points of the total increase in the average credit spread during the

height of the financial crisis in the autumn of 2008. In sum, as evidenced by both the
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adjusted R2 in Table 2 and the predicted values in Figure 4, our empirical bond-pricing

model explains a substantial portion of the cyclical fluctuations in financial credit spreads.

Figure 5 shows the estimated excess bond premium in the U.S. financial sector, the

difference between the average financial credit spread and its predicted value from the bond-

pricing regression (5). While clearly countercyclical, the excess bond premium appears

to be a particularly timely indicator of strains in the financial system. The sharp run-

up in the premium during the early 1990s, for example, is consistent with the view that

capital pressures on commercial banks in the wake of the Basel I capital requirements

significantly exacerbated the 1990–91 economic downturn by reducing the supply of bank

credit (Bernanke and Lown [1991]). In contrast, the robust health of the financial system

at the start of the 2001 recession has been cited as an important factor for the absence of a

“credit crunch,” which, in turn, likely contributed to the fact that the downturn remained

localized in certain troubled industries, particularly the high-tech sector (Stiroh and Metli

[2003]).

In regard to the recent financial crisis, the intensifying downturn in the housing market

and the emergence of significant strains in the term funding markets in the United States

in Europe during the summer of 2007 precipitated a sharp increase in the excess bond

premium. At that time, banking institutions, in addition to their mounting concerns about

actual and potential credit losses, recognized that they might need to take a large volume

of assets onto their balance sheets, given their existing commitments to customers and

the heightened reluctance of investors to purchasing an increasing number of securitized

products. The recognition that the ongoing turmoil in financial markets could lead to

substantially larger-than-anticipated calls on their funding capacity and investors’ concerns

about valuation practices for opaque assets were the primary factors behind the steady

climb of the excess bond premium during the remainder of 2007 and over the subsequent

year.

The full-fledged global nature of the crisis became apparent in the early autumn of

2008, when Lehman Brothers—with its borrowing capacity severely curtailed by a lack

of collateral—filed for bankruptcy. Investor anxiety about financial institutions escalated

sharply, and market participants became extraordinarily skittish and pulled back from risk-

taking even further. Amid cascading effects of these financial shocks, which included a

run on money market mutual funds, the government’s rescue of AIG, and the failure of

Washington Mutual, a large thrift, the excess bond premium shot up, reaching 325 basis

points by October 2008.

Responding to the panic that was rapidly engulfing the entire global financial system, the

Federal Reserve, at times acting in concert with foreign central banks, used its emergency

and lending authorities to expand its existing liquidity facilities, while also announcing
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several additional initiatives aimed at restoring the confidence in the financial system.14

Concomitantly, the Treasury announced a temporary guarantee program for money market

mutual funds and proposed the Troubled Asset Relief Program (TARP), under which gov-

ernment funds were to be used to help stabilize the banking system.15 Lastly, the Federal

Deposit Insurance Corporation (FDIC) provided a temporary guarantee for selected se-

nior unsecured obligations of participating depository institutions and many of their parent

holding companies, as well as for all balances in non-interest-bearing transaction deposit

accounts at participating depository institutions—the so-called Temporary Liquidity Guar-

antee Program (TLGP).

After unprecedented actions taken by the U.S. government during the September–

October period and announcements of similar programs in a number of other countries,

the panic abated and stresses in financial markets eased, as evidenced by the drop in the

excess bond premium. Despite these improvements, investors remained greatly concerned

about the soundness of financial institutions. As a result, pressures on already-strained

balance sheets of financial institutions remained substantial and continued to threaten their

viability, a situation that greatly impinged the flow of credit to businesses and households.16

At the same time, the severity and persistence of financial strains and the significant tight-

ening of aggregate credit conditions caused the downturn in economic activity that has been

unfolding since late 2007 to accelerate noticeably. Reflecting these adverse macroeconomic

developments, coupled with reports of large losses in the fourth quarter of 2008, the pressure

on financial firms intensified during the first few months of 2009, sending the excess bond

premium to a new record—330 basis points—by March 2009.

The monetary authorities again responded forcefully to these adverse financial develop-

ments: The FOMC kept its target for the federal funds rate between 0 and 1/4 percent,

expanded direct purchases of agency debt and mortgage-backed securities (MBS), and be-

gan direct purchases of longer-term Treasury securities. Partly as a result of these actions,

conditions in financial markets, although they remained strained, began to show signs of

improvements in the late spring of 2009. Substantially better-than-expected first-quarter

earnings results for some large financial institutions contributed importantly to improved in-

14The new initiatives included the creation of the Asset-Backed Commercial Paper Money Market Mu-
tual Fund Liquidity Facility (AMLF), the creation of the Commercial Paper Funding Facility (CPFF),
and the creation of the Money Market Investor Funding facility (MMIFF). A detailed description of all
the new policy tools used by the Federal Reserve to address the recent financial crisis can be found at
Credit and Liquidity Programs and the Balance Sheet.

15On October 3, 2008, the Congress approved and provided funding for TARP as part of the Emergency
Economic Stabilization Act. Using funds from TARP, the Treasury established a voluntary capital purchase
plan, under which the U.S. government was able to inject equity—in the form of preferred shares—into the
banking system.

16In November 2008, Citigroup found itself under significant financial pressure. In response, the FDIC,
the Treasury, and the Federal Reserve provided a package of loans and guarantees to bolster Citigroup’s
financial positions; a similar package was arranged for Bank of America in January.
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vestor sentiment, and share prices of banks and insurance companies moved higher and their

credit default swap (CDS) premiums declined. The release of the findings of the Supervisory

Capital Assessment Program (i.e., the “stress test”) in May further reduced uncertainty and

restored confidence in the financial system, and banking organizations were able to issue

significant amounts of equity and non-guaranteed debt during subsequent months.

The link between the excess bond premium and the health of the financial sector is made

more explicit by Figure 6, which plots the premium against the (annualized) return on assets

(ROA) in the U.S. financial corporate sector, calculated using the Compustat data. The

high degree of negative comovement between the two series (correlation of −0.64) is consis-

tent with the view that risk premiums on assets fluctuate closely in response to movements

in capital and balance sheet conditions of financial intermediaries, a fact emphasized, doc-

umented, and analyzed extensively by Adrian and Shin [2010] and Adrian et al. [2010a,b].

From a theoretical perspective, recent work by He and Krishnamurthy [2009, 2010]

shows that adverse macroeconomic conditions, by depressing the capital base of financial in-

termediaries, can reduce the risk-bearing capacity of the marginal investor, causing a sharp

increase in the conditional volatility and correlation of asset prices and a drop in risk-free

interest rates. Relatedly, Acharya and Viswanathan [2007] develop a framework in which

financial intermediaries—in response to a sufficiently severe aggregate shock—are forced

to de-lever by selling their risky assets to better-capitalized firms, causing asset markets

to clear only at “cash-in-the-market” prices (cf. Allen and Gale [1994, 1998]). The recent

work by Brunnermeier and Pedersen [2009] and Garleanu and Pedersen [2009], in contrast,

explores how margins or haircuts—the difference between the security’s price and collateral

value that must be financed with the trader’s own capital—interact with liquidity shocks

in determining the dynamics of asset prices.

In light of the above discussion, we now examine whether fluctuations in other commonly-

used indicators of financial market stress are informative about the subsequent movements

in the excess bond premium. Specifically, we regress the excess bond premium on its own

lagged value and a lagged value of one of the following asset market indicators: (1) the

option-implied volatility on the S&P 100 stock price futures; (2) the implied volatility on

the 3-month Eurodollar futures; (3) the implied volatility on the 30-year Treasury bond

futures; (4) the difference between the 3-month Libor and the 3-month Treasury bill rate

(the TED spread); (5) the difference between the 5-year swap rate and the 5-year Treasury

yield; and (6) the yield spread between the off-the-run and on-the-run 10-year Treasury

notes (the off/on-the-run spread).

According to the results reported in Table 3, measures of implied volatility in both

the equity and fixed income markets—proxies for time-varying economic uncertainty—have
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no predictive power for the excess bond premium.17 Fluctuations in the TED spread—the

conventional measure of counterparty credit risk in the interbank funding markets—also ap-

pear to be unrelated to the subsequent movements in the excess bond premium. The direct

effects of counterparty risks in the Libor market, however, are likely to be small, reflecting

both the marking to market convention and collateralization requirements, as well as the

generally high credit quality of market participants. As emphasized by Joslin and Singleton

[2009], investor concerns about the possible deterioration in the credit quality of financial

intermediaries, especially those that insure bonds, often manifest themselves through higher

risk premiums in the interest rate swap market. Indeed, the 5-year swap-Treasury spread

has some marginal predictive power for the excess bond premium, although the improve-

ment in the goodness-of-fit is rather modest (R̄2 = 0.652 vs. R̄2 = 0.618 from an AR(1)

model).18 Finally, the off/on-the-run Treasury spread—a gauge of investor liquidity pref-

erence (Krishnamurthy [2002])—is also uninformative about the future movements in the

excess bond premium.

3.2 The Excess Bond Premium and Macroeconomic Dynamics

We now turn to the predictive power of the excess bond premium for future economic

activity. Defining

∆hYt+h ≡ 400

h
ln

(
Yt+h

Yt

)
,

where Yt denote a measure of economic activity in quarter t and h the forecast horizon, we

estimate the following forecasting regression:

∆hYt+h = α+

p∑

i=0

βi∆Yt−i + γ1EBPt + γ2TSt + γ3RFFt + ǫt+h. (6)

Thus when analyzing the predictive content of the excess bond premium (EBP ) for eco-

nomic activity, we control for the current stance of monetary policy as measured by the

“term spread” (TS)—that is, the slope of the Treasury yield curve, defined as the difference

between the 3-month and 10-year constant-maturity Treasury yields—and the real federal

funds rate (RFF ).19

17Recent work by Gilchrist et al. [2010] examines, both empirically and theoretically, the macroeconomic
effects of fluctuations in economic uncertainty in the presence of financial market frictions.

18The swap-Treasury spread is a rough measure of the swap risk premium. As shown by
Krishnamurthy and Vissing-Jorgensen [2010] private yield spreads measured relative to comparable-maturity
Treasuries can be influenced importantly by the relative supply and demand pressures in the Treasury mar-
ket. In addition, Treasury yields embody a substantial convenience premium. These factors, however, do
not influence the level of swap yields. As a result, Joslin and Singleton [2009] advocate estimating swap risk
premiums using a dynamic term structure model proposed by Joslin et al. [2009].

19The term spread is used often as an indicator of the stance of monetary policy—the higher the term
spread, the more restrictive is the current stance of monetary policy and, hence, the more likely is economy
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We estimate the forecasting regression (6) by OLS, with the lag length p determined by

the Akaike Information Criterion (AIC).20 Table 4 details the predictive power of the excess

bond premium for the growth rate of real GDP at both the 1- and 4-quarter ahead forecast

horizons. Entries in the table correspond to standardized estimates—and associated t-

statistics—of the coefficients associated with the financial indicators as well as the in-sample

goodness-of-fit as measured by the adjusted R2.

In the very near term, neither indicator of the stance of monetary policy is informative

about economic growth prospects, a finding that is not too surprising given the fact that

monetary policy affects the real economy with a lag. The excess bond premium, in contrast,

contains substantial predictive power for near-term economic growth. The point estimate

of −0.500 implies that an increase in the excess bond premium of 1 standard deviation—

about 50 basis points—leads to a reduction in the (annualized) growth of real GDP of almost

1.25 percentage points in the subsequent quarter. At the year-ahead forecast horizon, the

Treasury term structure has significant predictive ability for output growth, with a flat or

inverted yield curve signalling a slowdown in economic activity. The excess bond premium,

however, remains—both statistically and economically—a highly significant predictor of

future economic growth. According to our estimates, a 1 standard deviation increase in

the excess bond premium in quarter t implies a deceleration in real GDP of almost a full

percentage point over the subsequent four quarters.

The results reported in Table 5 examine the predictive ability of the excess bond pre-

mium for the main categories of personal consumption expenditures and private investment.

At the 1-quarter horizon (top panel), movements in the excess bond premium are highly

informative about the growth in all major components of business investment as well as for

the growth of personal consumption expenditures on both durable and nondurable goods,

where the latter includes spending on services. The slope of the yield curve, in contrast,

is somewhat informative about the near-term swings in residential investment, the one

component of private domestic final purchases for which the excess bond premium has no

to decelerate in subsequent quarters. In general, however, the shape of the yield curve contains information
about term premiums and the average of expected future short-term interest rates over a relatively long hori-
zon. As emphasized by Hamilton and Kim [2002] and Ang et al. [2006], the term premium and expectations
hypothesis components of the term spread have very different correlations with future economic activity.
The real federal funds rate, in contrast, is a measure of the stance of monetary policy that is relatively
unadulterated by the effects of time-varying term premiums. In calculating the real funds rate, we employ
a simplifying assumption that the expected inflation is equal to lagged core PCE inflation. Specifically, the
real funds rate in quarter t is defined as the average effective federal funds rate during that quarter less
realized inflation, where realized inflation is given by the log-difference between the core PCE price index in
quarter t− 1 and its lagged value a year earlier.

20For the forecasting horizons h > 1, the MA(h − 1) structure of the error term ǫt+h induced by
overlapping observations is taken into account by computing the covariance matrix of regression coef-
ficients according to Hodrick [1992]. In the case of non-overlapping data (i.e., h = 1), our inference
is based on the heteroscedasticity-consistent asymptotic covariance matrix (HC3) computed according to
MacKinnon and White [1985].
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predictive power. Although the forecasting ability of the shape of the Treasury term struc-

ture improves noticeably at the year-ahead forecast horizon (bottom panel), the excess bond

premium remains, statistically and economically, a highly significant predictor of economic

activity, especially in the business sector. Indeed, for some of the most cyclically volatile

macroeconomic variables, such as inventory investment and E&S spending, the economic

impact of the excess bond premium is about thrice as large as that of the term spread.

To examine macroeconomic consequences of financial shocks, we include the excess bond

premium into an otherwise standard VAR. Our specification includes the following endoge-

nous variables: (1) consumption growth as measured by the log-difference of real personal

consumption expenditures on nondurable goods and services; (2) investment growth as mea-

sured by the log-difference of real private investment (residential and business) in fixed as-

sets; (3) output growth as measured by the log-difference of real GDP; (4) the log-difference

in hours worked; (5) inflation as measured by the log-difference of the GDP price deflator;

(6) the growth of the market value of net worth in the nonfinancial (nonfarm) corporate

sector; (7) the 10-year (nominal) Treasury yield; (8) the effective (nominal) federal funds

rate; and (9) the excess bond premium.21

This multivariate framework allows to trace out the effect of a shock to the excess bond

premium that is orthogonal to measures of economic activity and inflation, the balance sheet

position of the nonfinancial sector, and the level of short- and long-term interest rates. The

dynamic responses of the key macroeconomic aggregates to an impact of such a financial

shock also serve as useful benchmark for the calibration of the DSGE model, considered in

the next section. We estimate the VAR over the 1985:Q1–2010:Q2 period, using two lags

of each endogenous variable.

Figure 7 depicts the impulse response functions of the endogenous variables to an or-

thogonalized shock to the excess bond premium. An unanticipated increase of one standard

deviation in the excess bond premium—almost 30 basis points—causes a significant slow-

down in economic activity. In economic terms, the implications of this adverse financial

shock are substantial: Although the decline in consumption is relatively mild, total pri-

vate fixed investment drops significantly, bottoming out a full percentage point below trend

about five quarters after the shock; hours worked also decelerate markedly, and the output

of the economy as a whole does not begin to recover until about a year and a half after the

initial impact.

The downturn in economic activity is amplified in part by the substantial drop in the

net worth of nonfinancial firms, and the repair of corporate balance sheets is slow and

protracted. The combination of the economic slack and appreciable disinflation in the wake

21Consumption and investment series are constructed from the underlying NIPA data using the chain-
aggregation methods outlined in Whelan [2002]. The market value of net worth is taken from the U.S. Flow
of Funds Accounts.
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of the financial shock elicits a significant easing of monetary policy, as evidenced by the

decline in the federal funds rate. As shown in Figure 8, these financial shocks also account

for about 10 percent of the variation in economic activity at business cycle frequencies,

a non-trivial proportion and one that is comparable to the amount of variation typically

attributed monetary shocks.

4 General Equilibrium Model

In this section, we describe a New Keynesian general equilibrium model that allows for

financial frictions along the lines of the financial accelerator mechanism formulated by

Bernanke et al. [1999]. In absence of financial frictions, the model reduces to a standard

New Keynesian framework of the type developed by Christiano et al. [2005] and analyzed

subsequently by Smets and Wouters [2007] and Justiniano et al. [2010]. Key features of the

CEE/SW framework include habit formation, higher-order adjustment costs to investment,

fixed-costs of production and variable capacity utilization, and nominal rigidities due to a

Calvo price-setting mechanism with indexation. Monetary policy is conducted via a Taylor-

type rule that sets the nominal interest rate as a function of inflation, output growth, and

lagged nominal rates.

The estimated versions of the CEE/SW framework, augmented with the BGG financial

accelerator mechanism, can be found in the recent work by Christiano et al. [2009] and

Gilchrist et al. [2009a]. These papers show that allowing for unobservable shocks to the

financial sector can account for a substantial fraction of the variability in investment and

output in U.S. historical data. In this paper, by contrast, we use fluctuations in the esti-

mated excess bond premium as a proxy for exogenous disturbances to the financial sector,

which boost the cost of external finance for nonfinancial borrowers.

In addition to augmenting the CEE/SW framework with the BGG financial accelera-

tor mechanism, we also modify the preferences of the representative household to better

match the dynamics of consumption over the course of the business cycle. Specifically, our

modification nests standard household preferences—in which consumption and leisure are

separable—with those proposed by Greenwood et al. [1988] (GHH hereafter), a specification

in which some fraction of labor disutility is quasi-linear in consumption and is, therefore,

embedded in the household habit. It is well known that with preferences that are separable

between consumption and leisure, financial shocks produce negative comovement between

consumption and investment, a counterfactual response that is only partially mitigated

by the model’s New Keynesian features. With GHH preferences and habit, by contrast,

financial shocks lead to positive comovement between consumption and investment.

We choose the key parameters of the model, so that the responses of macroeconomic
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aggregates to a financial shock match the corresponding impulse responses shown in Fig-

ure 7. Using this calibration, we then explore the extent to which observable fluctuations

in the excess bond premium can account for macroeconomic dynamics during the recent fi-

nancial crisis. By choosing parameters to match the estimated impulse response functions,

our results imply that the model can fully account for the overall drop in consumption,

investment, hours, and output that was observed during the crisis period. The model also

does well at matching the observed decline in inflation and nominal interest rates, as well as

the sharp widening of nonfinancial credit spreads. We then use this framework to analyze

the potential benefits of an alternative monetary policy rule, a rule that allows for nominal

interest rates to respond to changes in financial conditions as measured by the movements

in credit spreads.

4.1 The Agents

Households: The representative household maximizes the present discounted value of

per-period utility:

Et

{
∞∑

s=0

βsU(Zt, Zt−1, Lt)

}
,

where Lt denotes labor supply, Zt is the habit index, and preferences are assumed to satisfy:

U(Zt, Zt−1, Lt) = ln(Zt − γZt−1) + (1− ω)v(Lt),

with

Zt = Ct − ωv(Lt); 0 ≤ ω ≤ 1,

v(L) =
κ

1 + η
L1+η.

These preferences allow for internal habit formation in a manner that nests standard

preferences—in which labor is separable from consumption and, therefore, the habit in-

dex Zt depends only on past consumption (i.e., ω = 0)—with GHH preferences in which

the index Zt is a quasi-linear combination of consumption and labor; note that in the latter

case, the labor supply decision is independent of the wealth effect, regardless of the degree

of habit formation.

Households maximize their objective subject to an inter-temporal budget constraint:

Ct + bt
Bt+1

Pt
=WtLt +

Bt

Pt
+DIVt − Tt,

where Pt denotes the price level, bt is the discount price of nominal bonds, Wt is the real
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wage, DIVt denotes dividends earned from imperfectly competitive retail firms, and Tt are

the lump-sum taxes used to finance government spending and net transfers.

Letting

λt =
1

Zt − γZt−1
and Rn

t+1 =
1

bt

denote the marginal utility of wealth and the gross nominal interest rate, respectively,

household optimality conditions then imply the following inter-temporal savings condition:

λt = Et

{
βλt+1R

n
t+1

Pt

Pt+1

}
;

and the following intra-temporal labor supply condition:

λt
[
Wt − ωv′(Lt)

]
= (1− ω)v′(Lt).

When ω = 0, this reduces to the standard labor supply condition:

λtWt = v′(Lt),

whereas when ω = 1, we obtain the GHH specification, in which labor supply is independent

of the marginal utility of wealth:

Wt = v′(Lt).

Retail firms: We assume the existence of a continuum of retail firms—indexed by τ—

that supply, at a monopolistic price P τ
t , a retail good Y τ

t , produced using the homogeneous

wholesale output Y w
t that is purchased in a competitive market at price Pw

t . All retailers

face a fixed cost of production Ξ and have access to a technology that allows them to

transform wholesale goods into retail goods in a one-for-one manner. The final-good output

is a Dixit-Stiglitz aggregate of the differentiated retail goods:

Yt =

(∫ 1

0
Y

τ ε−1

ε
t dτ

)ε/(ε−1)

;

and the price level is given by

Pt =

(∫ 1

0
P

τ(1−ε)
t dτ

)1/(1−ε)

;

the individual retail demand satisfies

Y τ
t =

(
P τ
t

Pt

)−ε

Pt;
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where ε determines the elasticity of demand.

Retail firms face nominal price rigidities that evolve according to a standard Calvo price-

setting process, in which prices can be adjusted with constant probability θ > 0 in each

period. In periods when prices are not adjusted, we assume that the nominal price is fully

indexed to past inflation. The price reset in period t—denoted by P ∗
t —is given by

P ∗
t =

[
ε

ε− 1

] Et
∑∞

i=0 θ
iβi

(
λt+i

λt

)−1
Pw
t Yt+i

(
1

Pt+i

)ε

Et
∑∞

i=0 θ
iβi

(
λt+i

λt

)−1
Yt+i

(
1

Pt+i

)ε .

The price level in period t depends on both the price level in the previous period indexed

to lagged inflation and on the newly set price P ∗
t :

Pt =
[
θ ((1 + πt−1)Pt−1)

1−ε + (1− θ)(P ∗
t )

1−ε
] 1

1−ε
.

Entrepreneurs: As in BGG, entrepreneurs are long-lived, risk-neutral agents that pur-

chase capital and produce wholesale goods that are sold to retail firms. Entrepreneurs

purchase capital Kt at time t − 1 in a competitive market at the relative price Qt−1 and

make labor and capital utilization decisions at time t to maximize profits. Purchases of

capital goods are financed using a combination of entrepreneurial net worth and debt is-

sued to the household sector. The presence of financial frictions in the process of issuing

debt implies that entrepreneurs must pay a premium on external funds raised from house-

holds. This premium is an increasing function of the leverage of the entrepreneurial sector.

Because entrepreneurs are long-lived, the net worth of the entrepreneurial sector is a state

variable of the economy.

Entrepreneurs are also assumed to “die” with constant exogenous probability in each

period, in which case, they are replaced within the period by new entrepreneurs. As a

result, entrepreneurs discount the future more heavily than households and withhold from

consuming until they die. These assumptions imply that entrepreneurs will not, on average,

accumulate enough savings to fully finance their investment opportunities. We assume

that upon death, entrepreneurial consumption is fully taxed and rebated lump-sum to

the household sector. New entrepreneurs are given (negligible) start-up funds to begin

operation; these funds are assumed to be provided via a lump-sum tax on households.

Entrepreneurs choose labor Lt and capital utilization ut to maximize profits

(
Pw
t

Pt

)
Y w
t −WtLt − ψ(ut)Kt,
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subject to the Cobb-Douglas production function:

Y w
t = At (K

s
t )

α L1−α
t ,

where Ks
t = utKt denotes capital services and ψ(ut)Kt is the resource cost of increasing

the rate of capital utilization. Letting P k
t denote the entrepreneur’s marginal profitability

of capital, then cost minimization implies

WtLt

P k
t K

s
t

=
1− α

α
,

where

P k
t = ψ′(ut).

The entrepreneur’s marginal cost of production is given by:

MCt =
PW
t

Pt
=

1

At
W 1−α

t

(
P k
t

)α (
α−α(1− α)−(1−α)

)
.

Because capital goods are resold at time t+ 1, the real rate of return on capital—denoted

by Rk
t+1—is the sum of the marginal profitability of capital and the capital gain:

Rk
t+1 =

[
ut+1P

k
t+1 − ψ(ut+1) + (1− δ)Qt+1

]

Qt
,

0 < δ < 1 is the rate of capital depreciation.

4.2 Closing the Model

The external finance premium: The external finance premium—denoted by st—is

defined as the ratio of the expected real rate of return on capital (which, in equilibrium, is

equal to the cost of external funds) to the expected real rate of return on a riskless bond,

which is interpreted as the cost of internal funds:

st ≡
EtR

k
t+1

Et

[
Rn

t+1
Pt

Pt+1

] .

In order to focus on the primary distortion associated with financial frictions—namely, the

introduction of a time-varying countercyclical wedge between the rate of return on capital

and the rate of return on the riskless bond held by households—we adopt a number of

simplifications with respect to the original BGG formulation. Specifically, financial market

imperfections imply that the external finance premium increases when the leverage of the
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borrowers increases:

st = exp(σt)

(
QtKt+1

Nt+1

)χ

, (7)

where 0 < χ < 1 is the parameter governing the strength of this response and σt denotes a

shock to the financial intermediation process that is assumed to evolve according to

σt = (1− ρσ)σ + ρσσt−1 + ǫt.

In our context, an increase in σt raises the cost of external finance for a given amount

of leverage and hence may be interpreted as an increase in the effective cost of financial

intermediation.22

Net worth at the beginning of period t + 1 is the return on capital less the repayment

of the loan made at the beginning of period t:

Nt+1 = µ

[
Rk

tQt−1Kt − st−1Et−1

[
Rn

t

Pt−1

Pt

]
(Qt−1Kt −Nt)

]
+ (1− µ)WE.

where 0 < µ < 1 is the parameter reflecting the depletion of net worth owing to the death

rate of entrepreneurs; WE is the lump-sum transfer from households to new entrepreneurs;

and st−1Et−1

[
Rn

t
Pt−1

Pt

]
is the equilibrium (gross) interest rate on risky debt.

Capital goods production: We assume the existence of a competitive capital-goods pro-

ducing sector that produces new capital goods according to an adjustment technology that

is increasing in the rate of investment. Aggregate capital accumulation evolves according

to

Kt+1 = (1− δ)Kt +

[
1− S

(
It
It−1

)]
It,

where S (·) is the capital adjustment cost function. The optimality condition for capital

goods producers implies the following relationship between the price of capital and the

investment rate:

Qt

[
1− S

(
It
It−1

)]
= QtS

′

(
It
It−1

)
It
It−1

− Et

[
β
λt+1

λt
Qt+1S

′

(
It+1

It

)
It+1

It

]
.

Aggregate resource constraint: Let G denote government spending, which is financed

through lump-sum taxes of households. The resource constraint implies that final output

22Christiano et al. [2009] interpret such a shock as an increase in the idiosyncratic variance of the firm-
level project returns in the entrepreneurial sector. Such a shock raises the cost of external finance because
in the Costly-State Verification (CSV) framework adopted by BGG, an increase in idiosyncratic uncertainty
implies an increase in the cost of debt finance; see also Gilchrist et al. [2010]. Such a shock may also be
interpreted as an increase in the cost of default in the CSV framework.
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Yt satisfies

Yt = Ct + It + ψ(ut)Kt +G+ Ξ.

Monetary policy: For our baseline case, we assume that the policy interest rate depends

on inflation and output growth. In letting the short-term interest rate respond to output

growth—as opposed to the output gap—the monetary authority is assumed to follow a ro-

bust first-difference rule of the type proposed by Orphanides [2003]. Moreover, as shown by

Orphanides and Williams [2006], such first-difference rules are highly successful in stabiliz-

ing economic activity in the presence of imperfect information regarding the structure of the

economy.23 As an alternative, we also consider a policy rule in which monetary authorities

also respond to movements in the external finance premium according to

lnRn
t+1 = lnRn + φπ lnπt + φ∆y∆ lnYt + φs ln st,

where φπ > 0, φ∆y > 0, and φs < 0 are the parameters governing the sensitivity of the policy

interest rate to inflation, output growth, and the external finance premium, respectively.

4.3 Calibration

We take the following approach to model calibration. Most parameters, including those

that determine the model’s steady-state (i.e., the household’s labor supply elasticity and the

degree of habit formation), are fixed at values commonly used in the literature. Parameters

that govern the behavior of monetary policy and the financial shock process are directly

estimated from the data. We then choose a subset of four key elasticities that determine the

dynamics of inflation, investment, consumption, and output in order to match the model’s

impulse response function to those estimated using our VAR framework.

A period in the model is a quarter. We set the discount factor β = 0.984; the labor

share of income 1 − α = 2/3; the labor supply elasticity is 1/v = 3 and the degree of

habit formation γ = 0.75. The depreciation rate δ = 0.025. The steady-state markup

is ε/(ε − 1) = 1.1. Government spending, as a share of output, is set to 0.2 in steady

state. The parameters of the monetary policy rule are chosen to match the parameters

from a regression of the nominal interest rate on its own lag, inflation, and output growth,

estimated over the period 1985:Q1–2010:Q2. This regression yields ρi = 0.92, φπ = 0.15,

and φ∆y = 0.11. Similarly, we choose the autoregressive coefficient for the financial shock to

match an AR(1) regression coefficient of the excess bond premium over our sample sample

period—this implies ρσ = 0.75 for the persistence of our shock process.

23According to the simulations reported by Orphanides and Williams [2006], such a robust monetary
policy rule yields outcomes for the federal funds rate that are very close to those seen in the actual data,
especially for the period since the mid-1980s.
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The log-linearized model implies that there are two key financial parameters to choose—

the steady-state leverage ratio and the elasticity of the external finance premium with

respect to leverage. The steady-state ratio of the real value of the capital stock to the

entrepreneur’s net worth is chosen so that the steady-state leverage ratio is 100 percent, or

(QK − N)/N = 1, which implies K/N = 2 (note that Q = 1 in steady state). There are

four remaining parameters to calibrate: ω the share of labor disutility that enters the habit

index Zt; ΛI ≡ −S′′(It/It−1)/S
′(It/It−1), the elasticity of asset prices with respect to the

investment-capital ratio; θ, the parameter determining the frequency of price resets; and χ,

the elasticity of the external finance premium with respect to leverage. Increasing ω results

in a greater comovement between consumption, employment, and output in response to a

financial shock, while increasing ΛI strengthens the hump-shaped response of investment to

financial shocks. The size of χ governs the strength of the financial accelerator mechanism,

with bigger values of χ leading to larger declines in investment and output in response to a

financial shock.24

We choose these four parameters so that the model’s impulse responses to a financial

shock match the size of the decline in consumption, investment, output, and inflation in

response to a shock to the excess bond premium documented in the previous section. This

implies the following values for our four key elasticities: ω = 0.4; ΛI = 3.0, θ = 0.8; and

χ = 0.1. The investment elasticity ΛI and the Calvo price setting parameter θ are within

the range of standard estimates in the literature. In contrast, the choice of χ = 0.1, roughly

twice as high as the calibration adopted by BGG, is somewhat higher than that suggested by

the recent estimates. Although there are no prior estimates of ω, we note that if ω = 1 the

model implies perfect comovement between consumption, investment, and output, whereas

ω = 0 implies no decline in consumption in response to financial shocks; our choice of

ω = 0.4 implies that the model can closely replicate the fact that consumption drops by

roughly one half of the amount of output in response to a financial shock.

4.4 Baseline Results

Figure (9) plots the impulse responses of the selected macroeconomic variables implied

by the model in response to a financial shock, assuming the baseline specification of the

monetary policy rule. The model captures remarkably well the shape of the corresponding

impulse response functions shown in Figure (7). Consumption, investment, hours, and out-

put all exhibit significant declines, with the peak response of each variable closely matching

its empirical counterpart. While the model delivers hump-shaped dynamics for each of those

variables that are consistent with those observed in the data, the model dynamics imply a

24In the case of no financial market frictions, χ = 0. In this case, balance sheet conditions of the en-
trepreneurs are irrelevant for the cost of external funds and thus for their capital expenditure decisions.
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peak response several quarters earlier than the peak response observed in Figure (7). The

decline in the price level implied by the model also matches that seen in the data. Further-

more, given the estimated policy rule, the model-implied dynamics for inflation and output

generate a path for the nominal interest rate that is broadly in line with the estimated

response of the federal funds rate to an orthogonalized shock to the excess bond premium.

We now consider the ability of the model to explain the 2007–09 economic downturn

as a response of the macroeconomy to a sequence of adverse financial shocks. To do so,

we initialize the model to be in steady state as of the end of 2005 and feed in—as shocks

to σt—the realized values of innovations to the excess bond premium over the 2006:Q1–

2010:Q2 period. Figure (10) shows the evolution of the key macroeconomic variables of

the U.S. economy over this period, while Figure (11) shows the corresponding path for the

model-implied variables. According to the model, investment falls 14 percent in response

to the realized shocks to the excess bond premium, a drop that is exactly in line with that

observed in the data. The model-implied declines in hours and output are about 5 percent,

which is slightly more than their empirical counterparts. Consistent with the data, the

model also produces a modest—about 2 percent—but protracted decline in consumption.

Apart from its effects on the real economy, the model also implies that the realized

sequence of shocks to the financial sector reduces inflation about 2 percentage points and

causes a drop in the the nominal interest rate of more than 200 basis points. The response

of inflation implied by the model is clearly smoother than that observed in the data, though

their respective magnitudes are quite comparable. The actual response of the short-term

nominal interest rate, however, is considerably stronger: The actual policy rate falls about

400 basis points, before leveling off at the zero lower bound.

4.5 Spread-Augmented Monetary Policy Rule

Overall, these results imply that disruptions to the financial intermediation process, as

measured by the movements in the excess bond premium, can successfully account for the

collapse in employment, consumption, investment and output during the recent financial

crisis. Because the actual monetary policy response was clearly stronger than that implied

by the model, we conjecture that the model is underestimating the full economic impact of

financial shocks during the crisis. Nevertheless, the model dynamics are sufficiently close

to the actual economic outcomes to provide a useful guide for alternative policy rules that

may be used to stabilize the economy in the wake of disruptions in financial markets. We

now consider one such rule proposed in the literature—namely, adjusting the first-difference

rule so that monetary policy responds to financial distress as measured by the movements

in credit spreads (cf. Cúrdia and Woodford [2009, 2010]).

In particular, we augment the baseline nominal interest rate rule by allowing for a direct

26



response of the policy rate to the measured credit spread. Consistent with previous research,

we set the coefficient on the spread equal to minus one, so that the nominal rate offsets

the increase in financial stress on a one-for-one basis. The solid lines in Figure (12) depict

the model impulse responses to a financial shock under the alternative monetary policy

rule (i.e., φs = −1), while the dotted lines denote the corresponding responses under the

baseline rule (i.e., φs = 0), replicated, for comparison purposes, from Figure (9).

The comparison of responses reveals that including the credit spread in the policy rule

successfully stabilizes the real side of the economy. Importantly, the price level, in response

to a financial shock, increases 0.2 percentage points, rather than falling 0.3 percentage

points, as in the baseline case. Because of rising inflation, the nominal interest rate actually

declines only 4 basis points under the spread-augmented rule, compared with the decline of

20 basis points in the baseline case. Effectively, the rise in inflation implies a reduction in

the real rate of interest with very little movement in the nominal rate. This reduction in

real rates leads to an offsetting increase in asset values and a much smaller decline in net

worth than one sees in the baseline scenario. As a result, the response of the credit spread

under the alternative policy basically mimics the response of the financial shock, resulting

in very little additional amplification through the financial accelerator mechanism.

Although asset prices are forward looking, they influence the balance sheets of firms, and

hence the strength of the financial accelerator, immediately. Consequently, a reduction in

expected future real interest rates can be very effective in offsetting an emerging disruption

in credit markets. (We return to this issue below, when considering policy responses in

environments where financial disruptions are anticipated in advance.) This point is made

explicit in Figure (13), which shows the model-implied path of the key macroeconomic

aggregates during the 2006:Q1–2010:Q2 period under the spread-augmented policy rule.

Consistent with the results presented in Figure (12), such a rule fully stabilizes the response

of output and hours and implies only a modest reduction in investment—about 2 percentage

points—which is offset by a slight increase in consumption. Again the response of the

nominal interest rate is close to zero—the slight easing of monetary policy leads to an

increase in inflation and a reduction in the real interest rate. These developments, in turn,

boost asset values, counteracting the adverse consequences of financial shocks.

Although the disruptions in financial markets during the recent financial crisis are far

more complex than simple shocks to the credit spread modelled in this framework, the above

results nonetheless suggest that a monetary policy regime that is committed, in advance,

to fully offset shocks to the financial system through active interest rate policy can be quite

beneficial in mitigating the deleterious consequences of financial market disruptions. In

the above examples, financial shocks are surprise events that imply an immediate jump

in credit spreads. Because the output response is sluggish relative to the response of the
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credit spread, it is difficult to distinguish whether or not the benefits of responding to the

movements in credit spreads are due to the fact that the widening of spreads signals a future

decline in economic activity or that the agents in the economy anticipate the response and

asset prices adjust accordingly.

To analyze this issue, we consider a shock to σt that is known four periods in advance.

Thus, agents and the monetary authorities are able to anticipate future disruptions in credit

markets. We again analyze the potential stabilization benefits of allowing the nominal

interest rate to respond to the realized movements in credit spread. Figure (14) depicts the

impulse responses to this anticipated financial shock under both the baseline (the dotted

lines) and the spread-augmented policy rules (the solid lines). Under the baseline rule, the

anticipated financial shock causes an immediate reduction in asset prices and entrepreneurial

net worth and a decline in economic activity that occurs before the actual disruption in

credit markets (i.e., period 4). The magnitude of these effects is only slightly less than that

reported in response to an unanticipated shock in Figure (9).

In contrast, under the spread-augmented rule, the anticipated disruption to the credit

intermediation process causes a slight initial decrease in the net worth of entrepreneurs,

followed by a an additional modest decline upon the actual impact. The realized spread,

however, reacts strongly once the shock occurs. In this case, the decline in output precede

the spike in credit spreads. Hence, the stabilizing effects of the spread-augmented rule

cannot be attributed to the fact that credit spreads provide a timely indicator of future

cyclical downturns. Under this alternative policy, the decline in output is quite modest,

relative to the case where policy does not respond to financial stress indicators. In addition,

the announced policy of actively responding to credit spreads results in very little actual

movement in the nominal interest rate. These results confirm the intuition suggested above

that agents’ expectations that the monetary authority will respond to financial disruptions

when they occur can have a powerful stabilizing effects on economic activity.

5 Conclusion

This paper examines the extent to which the workhorse DSGE model with financial frictions

is able to account for the extraordinary macroeconomic dynamics of the 2007–09 financial

period. We show that by carefully constructing a sequence of financial shocks, a reasonably

calibrated version of the CEE/SW framework augmented with the BGG financial accelerator

can fully account for the overall drop in consumption, investment, hours, and output that

was observed during the crisis period. The model also does well at matching the observed

decline in inflation and nominal interest rates, as well as the sharp widening of nonfinancial

credit spreads. Although the model is relatively simple compared with the recent work
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in this area, these results nonetheless provide considerable insight into the importance

of financial factors in business cycle fluctuations. In particular, our results suggest that

by allowing the nominal interest rate to respond to credit spreads, monetary policy can

effectively dampen the negative consequences of financial market shocks on real economic

activity, while experiencing only a modest increase in inflation.
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Tables and Figures

Table 1: Summary Statistics of Financial Corporate Bonds

Variable Mean SD Min P50 Max

No. of bonds per firm/month 3.00 3.46 1.00 2.00 26.0
Mkt. value of issuea ($mil.) 466.9 552.6 9.1 264.0 4,350
Maturity at issue (years) 10.4 8.0 2.0 10.0 40.0
Term to maturity (years) 8.6 7.7 1.0 5.9 30.0
Duration (years) 6.47 3.15 0.90 4.79 15.3
Credit rating (S&P) - - CC A2 AAA
Coupon rate (pct.) 6.89 1.94 2.25 6.63 15.75
Nominal effective yield (pct.) 6.78 2.77 1.01 6.43 41.2
Credit spread (bps.) 172 253 5 106 3,495

Note: Sample period: Jan1985–June2010; Obs. = 42,880; No. of bonds = 886; No. of
firms = 193. Sample statistics are based on trimmed data (see text for details).

aMarket value of the outstanding issue deflated by the CPI (1982–84 = 100).
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Table 2: Estimates of the Bond-Pricing Model by Type of Bond

Non-callable Callable

Explanatory Variable Est. S.E. Est. S.E.

−DDit 0.180 0.035 0.159 0.019
(−DDit)

2 0.007 0.002 0.005 0.001
ln(DURit[k]) 0.325 0.029 -0.027 0.047
ln(PARit[k]) 0.171 0.026 0.009 0.034
ln(CPNi[k]) 0.295 0.087 1.073 0.154
LEVt - - -0.455 0.065
SLPt - - -0.175 0.028
CRVt - - -0.047 0.031
VOLt - - 0.076 0.009

Adj. R2 = 0.626
Pr > WR:

a 0.000
Pr > WI :

b 0.000

Note: Sample period: Jan1985–Jun2010; Obs. = 42,880; No. of bonds/firms = 886/193.
Dependent variable in the bond-pricing regression is ln(Sit[k]), the logarithm of the credit
spread on bond k (issued by firm i) in month t. The regression includes a constant term
(not reported) and is estimated by OLS (see text for details). Robust asymptotic standard
errors are double clustered in the firm (i) and time (t) dimensions; see Cameron et al. [2010]
for details.

ap-value for the Wald test of the exclusion of credit rating fixed effects.
bp-value for the Wald test of the exclusion of industry fixed effects.
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Table 3: Financial Indicators and the Excess Bond Premium

Financial Indicator (1)a (2)b (3) (4) (5)c (6)d

S&P 100 Volatility (VXO) 0.005 - - - - -
(0.004)

Eurodollar volatility (3m) - 0.030 - - - -
(0.017)

Treas. volatility (30y) - - 0.015 - - -
(0.011)

Libor–Treas. (3m) - - - 0.078 - -
(0.058)

Swap–Treas. (5y) - - - - 0.558 -
(0.220)

Off/On-the-run Treas. (10y) - - - - - -0.000
(0.005)

Adj. R2 0.620 0.630 0.622 0.620 0.652 0.627
Obs. 293 257 305 305 259 268

Note: Sample period: Jan1985–Jun2010, unless noted otherwise. Dependent variable in the regression is
EBPt+1, the excess financial bond premium in month t + 1. In addition to the specified financial indicators in
month t, each specification also includes a constant and EBPt (not reported). Entries in the table denote OLS
estimates of the coefficients associated with each financial indicator; standard errors reported in parentheses
are based on the asymptotic covariance matrix computed according to Newey and West [1987], with the “lag
truncation” parameter L = 12.

aSample period: Jan1986–Jun2010.
bSample period: Jan1989–Jun2010.
cSample period: Nov1988–Jun2010.
dSample period: Feb1988–Jun2010.
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Table 4: Excess Bond Premium and Real GDP

Financial Indicator Forecast Horizon: 1 quarter Forecast Horizon: 4 quarters

Term spread (3m–10y) -0.193 -0.351
[1.75] [3.14]

Real FFR 0.253 0.220
[1.88] [1.70]

Excess bond premium -0.500 -0.528
[3.34] [5.08]

Adj. R2 0.392 0.336
Obs. 101 98

Note: Sample period: 1985:Q1–2010:Q2. Dependent variable is ∆hYt+h, where Yt denotes the log of real
GDP in quarter t and h is the forecast horizon. In addition to the specified financial indicator in quarter t, each
specification also includes a constant, current, and p lags of ∆Yt (not reported), where p is determined by the
AIC. Entries in the table are the standardized estimates of the OLS coefficients associated with each financial
indicator. For the 1-quarter horizon, absolute t-statistics reported in brackets are based on the asymptotic
covariance matrix (HC3) computed according MacKinnon and White [1985]; for the 4-quarter horizon, absolute
t-statistics are computed according to Hodrick [1992].
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Table 5: Excess Bond Premium and Components of Aggregate Demand

Forecast Horizon: 1 quarter

Financial Indicator C-NDS C-D I-RES I-ES I-HT I-NRS INV

Term spread -0.163 -0.070 -0.169 -0.042 -0.092 0.282 -0.112
[1.61] [0.53] [1.96] [0.47] [0.75] [2.38] [1.28]

Real FFR 0.095 0.027 0.055 0.046 0.057 -0.009 0.142
[0.68] [0.19] [0.59] [0.37] [0.43] [0.06] [1.40]

Excess bond premium -0.239 -0.438 0.039 -0.642 -0.217 -0.265 -0.372
[2.20] [3.45] [0.28] [4.31] [2.20] [2.08] [5.63]

Adj. R2 0.429 0.137 0.509 0.422 0.300 0.321 0.516
Obs. 101 101 101 101 101 101 101

Forecast Horizon: 4 quarters

Financial Indicator C-NDS C-D I-RES I-ES I-HT I-NRS INV

Term spread (3m–10y) -0.307 -0.247 -0.507 -0.228 -0.193 0.509 -0.193
[3.18] [1.24] [5.82] [2.32] [1.59] [3.41] [2.58]

Real FFR 0.185 0.093 0.268 -0.050 0.017 -0.174 0.127
[1.40] [0.39] [2.75] [0.37] [0.13] [1.04] [1.28]

Excess bond premium -0.316 -0.330 0.095 -0.738 -0.236 -0.677 -0.668
[3.29] [1.86] [1.06] [4.47] [2.19] [4.73] [7.56]

Adj. R2 0.470 0.099 0.486 0.453 0.352 0.656 0.601
Obs. 98 98 98 98 98 98 98

Note: Sample period: 1985:Q1–2010:Q2. Dependent variable is ∆hYt+h, where Yt denotes the
log of the component of private (real) aggregate demand in quarter t and h is the forecast horizon:
C-D = PCE on durable goods; C-NDS = PCE on nondurable goods & services; I-RES = residential
investment; I-ES = business fixed investment in E&S (excl. high tech); I-HT = business fixed investment
in high-tech equipment; I-NRS = business fixed investment in structures; INV = business inventories.
In addition to the specified financial indicators in quarter t, each specification also includes a constant,
current, and p lags of ∆Yt (not reported), where p is determined by the AIC. Entries in the table are the
standardized estimates of the OLS coefficients associated with each financial indicator. For the 1-quarter
horizon, absolute t-statistics reported in brackets are based on the asymptotic covariance matrix (HC3)
computed according MacKinnon and White [1985]; for the 4-quarter horizon, absolute t-statistics are
computed according to Hodrick [1992].
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Figure 1: Financial Corporate Credit Spreads
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Note: Sample period: Jan1985–Jun2010. The solid line depicts the median spread on senior
unsecured bonds issued by financial firms in our sample, and the shaded band depicts the corresponding
interquartile range. The shaded vertical bars denote the NBER-dated recessions.
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Figure 2: Distance-to-Default in the Financial Corporate Sector
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Note: Sample period: Jan1985–Jun2010. The solid line depicts the (weighted) median distance-
to-default (DD) for our sample of bond issuers. The dotted line depicts the (weighted) median DD for
the U.S. financial corporate sector, and the shaded band depicts the corresponding interquartile range.
The firm-specific year-ahead DDs are calculated using the Merton [1974] model (see text for details); all
percentiles are weighted by firm liabilities. The shaded vertical bars denote the NBER-dated recessions.
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Figure 3: Callable Financial Corporate Bonds
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Note: Sample period: Jan1985–Jun2010. The figure depicts the proportion of bonds in our sample
that are callable. The shaded vertical bars denote the NBER-dated recessions.
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Figure 4: Actual and Predicted Financial Corporate Credit Spreads
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Note: Sample period: Jan1985–Jun2010. The solid line depicts the average credit spread on
senior unsecured bonds issued by financial firms in our sample. The dashed line depicts the predicted
average credit spread based on the bond-pricing model that includes the option-adjustment terms; the
dotted line depicts the predicted average credit spread based on the bond-pricing model that excludes
the option-adjustment terms (see text for details). The shaded vertical bars denote the NBER-dated
recessions.
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Figure 5: Excess Bond Premium in the Financial Corporate Sector
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Note: Sample period: Jan1985–Jun2010. The figure depicts the estimated (option-adjusted) excess
bond premium in the U.S. financial sector (see text for details). The shaded vertical bars denote the
NBER-dated recessions.
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Figure 6: Excess Bond Premium and Financial Sector Profitability
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Note: Sample period: 1985:Q1–2010:Q2. The solid line depicts the quarterly average of the es-
timated (option-adjusted) excess bond premium (see text for details). The dotted line depicts the
annualized return on assets (ROA) for the U.S. financial corporate sector. The shaded vertical bars
denote the NBER-dated recessions.
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Figure 7: Macroeconomic Implications of a Financial Shock
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Note: The figure depicts the impulse response functions from a 9-variable VAR(2) model to a
1 standard deviation orthogonalized shock to the excess financial bond premium (see text for details).
Shaded bands denote 95-percent confidence intervals based on 1,000 bootstrap replications.
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Figure 8: Forecast Error Variance Decomposition
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Note: The figure depicts the forecast error variance decomposition from a 9-variable VAR(2)
model to a 1 standard deviation orthogonalized shock to the excess financial bond premium (see text
for details). Shaded bands denote 95-percent confidence intervals based on 1,000 bootstrap replications.
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Figure 9: Model-Based Impulse Responses to a Financial Shock

(Baseline Monetary Policy Rule)
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Note: The panels of the figure depict the model-based impulse response functions of selected
variables to a 1 standard deviation financial shock for the baseline specification of the monetary policy
rule, a case in which the monetary authority does not respond to credit spreads (see text for details).
All variables are expressed in percentage-point deviations from their respective steady-state values.
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Figure 10: The U.S. Economy During the 2007–09 Financial Crisis
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Note: The two panels of the figure depict the behavior of selected macroeconomic variables in the
period surrounding the 2007–09 financial crisis. Consumption, investment, output, and hours worked
have been detrended using the Hodrick-Prescott filter. All series are indexed to equal zero in 2006:Q1.
The shaded vertical bar denotes the NBER-dated recession.
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Figure 11: Model-Based Simulation of a Financial Shock

(Baseline Monetary Policy Rule)
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Note: The two panels of the figure depict the model-implied path of selected macroeconomic
variables in response to the estimated financial shocks for the baseline specification of the monetary
policy rule, a case in which the monetary authority does not respond to credit spreads (see text for
details). All variables are expressed in percentage-point deviations from their respective steady-state
values. The shaded vertical bar denotes the NBER-dated recession.
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Figure 12: Model-Based Impulse Responses to a Financial Shock

(Baseline vs. Spread-Augmented Monetary Policy Rule)
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Note: The solid lines in each panel of the figure depict the model-based impulse response functions
of selected variables to a 1 standard deviation financial shock for the alternative specification of the
monetary policy rule, a case in which the monetary authority responds to credit spreads; the dotted
lines in each panel correspond to impulse responses under the baseline specification of the monetary
policy rule (see text for details). All variables are expressed in percentage-point deviations from their
respective steady-state values.
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Figure 13: Model-Based Simulation of a Financial Shock

(Spread-Augmented Monetary Policy Rule)
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Note: The two panels of the figure depict the model-implied path of selected macroeconomic
variables in response to the estimated financial shocks for the alternative specification of the monetary
policy rule, a case in which the monetary authority responds to credit spreads (see text for details). All
variables are expressed in percentage-point deviations from their respective steady-state values. The
shaded vertical bar denotes the NBER-dated recession.
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Figure 14: Model-Based Impulse Responses to an Anticipated Future Financial Shock

(Baseline vs. Spread-Augmented Monetary Policy Rule)
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Note: The solid lines in each panel of the figure depict the model-based impulse response functions
of selected variables to an anticipated 4-quarter-ahead 1 standard deviation financial shock for the
alternative specification of the monetary policy rule, a case in which the monetary authority responds
to credit spreads; the dotted lines in each panel correspond to impulse responses under the baseline
specification of the monetary policy rule (see text for details). All variables are expressed in percentage-
point deviations from their respective steady-state values.

48



References

Acharya, V. V. and S. Viswanathan (2007): “Leverage, Moral Hazard, and Liquidity,”
Forthcoming, Journal of Finance.

Adrian, T., E. Moench, and H. S. Shin (2010a): “Financial Intermediation, Asset
Prices, and Macroeconomic Dynamics,” Federal Reserve Bank of New York Staff Report
No. 422.

——— (2010b): “Macro Risk Premium and Intermediary Balance Sheet Quantities,” Fed-
eral Reserve Bank of New York Staff Report No. 428.

Adrian, T. and H. S. Shin (2010): “Liquidity and Leverage,” Journal of Financial

Economics, 19, 418–437.

Allen, F. and D. Gale (1994): “Liquidity Preference, Market Participation, and Asset
Price Volatility,” American Economic Review, 84, 933–955.

——— (1998): “Optimal Financial Crises,” Journal of Finance, 53, 1245–1284.

Anderson, R. W. and S. Sundaresan (1996): “The Design and Valuation of Debt
Contracts,” Review of Financial Studies, 9, 37–68.

Ang, A., M. Piazzesi, and M. Wei (2006): “What Does the Yield Curve Tell Us About
GDP Growth?” Journal of Econometrics, 131, 359–403.

Ashcraft, A. B. (2005): “Are Banks Really Special? New Evidence from the FDIC-
Induced Failure of Healthy Banks,” American Economic Review, 95, 1712–1730.

Basurto, M. A., C. A. Goodhart, and B. Hoffman (2006): “Default, Credit Growth,
and Asset Prices,” IMF Working Paper No. 223.

Bernanke, B. S., M. Gertler, and S. Gilchrist (1999): “The Financial Accelerator
in a Quantitative Business Cycle Framework,” in The Handbook of Macroeconomics, ed.
by J. B. Taylor and M. Woodford, Amsterdam: Elsevier Science B.V, 1341–1393.

Bernanke, B. S. and C. S. Lown (1991): “The Credit Crunch,” Brookings Papers on

Economic Activity, 2, 205–239.

Bharath, S. T. and T. Shumway (2008): “Forecasting Default with the Merton Distance
to Default Model,” Review of Financial Studies, 21, 1339–1369.

Brunnermeier, M. and L. H. Pedersen (2009): “Market Liquidity and Funding Liq-
uidity,” Review of Financial Studies, 22, 265–292.

Calomiris, C. W. and J. R. Mason (2003): “Consequences of Bank Distress During the
Great Depression,” American Economic Review, 93, 937–947.

Cameron, A. C., J. B. Gelbach, and D. L. Miller (2010): “Robust Inference with
Multi-Way Clustering,” Forthcoming, Journal of Business and Economic Statistics.

49



Carlson, M. A., T. B. King, and K. F. Lewis (2008): “Distress in the Financial
Sector and Economic Activity,” Finance and Economics Discussion Series Paper 2008-43,
Federal Reserve Board.

Chan-Lau, J. A. and A. N. Sy (2007): “Distance-to-Default in Banking: A Bridge Too
Far?” Journal of Banking Regulation, 9, 14–24.

Chen, N. (2001): “Bank Net Worth, Asset Prices, and Economic Activity,” Journal of

Monetary Economics, 48, 415–436.

Chen, R.-R. and L. O. Scott (1993): “Maximum Likelihood Estimation of a Multi-
Factor Equilibrium Model of the Term Structure of Interest Rates,” Journal of Fixed

Income, 1, 14–31.

Christiano, L. J., M. Eichenbaum, and C. L. Evans (2005): “Nominal Rigidities and
the Dynamic Effects of a Shock to Monetary Policy,” Journal of Political Economy, 113,
1–45.

Christiano, L. J., R. Motto, and M. Rostagno (2009): “Financial Factors in Eco-
nomic Fluctuations,” Working Paper, Dept. of Economics, Northwestern University.

Collin-Dufresne, P. and R. S. Goldstein (2001): “Do Credit Spreads Reflect Sta-
tionary Leverage Ratios?” Journal of Finance, 56, 1929–1957.

Collin-Dufresne, P., R. S. Goldstein, and J. S. Martin (2001): “The Determinants
of Credit Spread Changes,” Journal of Finance, 56, 2177–2207.

Crosbie, P. J. and J. R. Bohn (2003): “Modeling Default Risk,” Research Report,
Moody’s|K·M·V Corporation.

Cúrdia, V. and M. Woodford (2009): “Credit Frictions and Optimal Monetary Policy,”
Working Paper No. 278, Bank for International Settlements.

——— (2010): “Credit Spreads and Monetary Policy,” Journal of Money, Credit, and

Banking, 42, 3–35.

Dib, A. (2009): “Banks, Credit Market Frictions, and Business Cycles,” Working Paper,
Bank of Canada.

Duffee, G. R. (1998): “The Relation Between Treasury Yields and Corporate Bond Yield
Spreads,” Journal of Finance, 53, 225–241.

Elton, E. J., M. J. Gruber, D. Agrawal, and C. Mann (2001): “Explaining the
Rate Spread on Corporate Bonds,” Journal of Finance, 56, 247–277.

Eom, Y. H., J. Helwege, and J. Huang (2004): “Structural Models of Corporate Bond
Pricing: An Empirical Analysis,” Review of Financial Studies, 17, 499–544.

Faust, J., S. Gilchrist, J. H. Wright, and E. Zakrajšek (2010): “Credit Spreads
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