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I. INTRODUCTION

There is now a reasonably large body of empirical work testing for the existence of
contagion during financial crises. A range of different methodologies are in use, making it difficult
to assess the evidence for and against contagion, and particularly its significance in transmitting
crises between countries.2

The origins of current empirical studies of contagion stem from Sharpe (1964) and Grubel
and Fadner (1971), and more recently from King and Wadhwani (1990); Engle, Ito, and Lin
(1990); and Bekaert and Hodrick (1992). Many of the methods proposed in these papers are
adapted in some form to the current empirical literature on measuring contagion.

The aim of the present paper is to provide a unifying framework to highlight the key
similarities and differences among the various approaches. The proposed framework is based
on a latent factor structure, which forms the basis of the models of Dungey and Martin (2001);
Corsetti, Pericoli, and Sbracia (2001); and Bekaert, Harvey, and Ng (2003). This framework is
used to compare directly the correlation analysis approach popularized in this literature by Forbes
and Rigobon (2002); the vector autoregression (VAR) approach of Favero and Giavazzi (2002);
the probability models of Eichengreen, Rose, and Wyplosz (1995, 1996); and the co-exceedance
approach of Bae, Karolyi, and Stulz (2003).

An important outcome of this paper is that differences in the definitions used to define and
test for contagion are minor and under certain conditions are even equivalent. In particular, all
papers are interpreted as working from the same model, with the differences stemming from the
amount of information used in the data to detect contagion. Interpreting the approaches in this
way provides a natural ordering of models across the information spectrum with some models
representing full information methods and others representing partial information methods.

The paper proceeds as follows. In Section II a framework drawn from basic relationships
between asset returns is used to model returns in a non-crisis environment. This framework is
augmented in Section III to give a model that includes an avenue for contagion during a crisis. The
relationship between this model and the correlation tests for contagion are examined in Section
IV, which includes a generalization of the Forbes and Rigobon bivariate test to a multivariate
environment. The remaining non linear tests are examined in Section V, and additional methods
are canvassed in Section VI. Each of the tests is shown to be a test of the significance of a slope
dummy. Section VII concludes.

II. A MODEL OF INTERDEPENDENCE

Before developing a model of contagion, a model of interdependence of asset markets

2While the current paper focuses on empirical models of contagion, the literature on financial
crises and contagion also covers theoretical and policy issues. These additional issues are
reviewed in Flood and Marion (1998), with more recent papers given by Allen and Gale (2000);
Calvo and Mendoza (2000); Kyle and Xiong (2001); and Kodres and Pritsker (2002).
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during non-crisis periods is specified as a latent factor model of asset returns. The model has
its origins in the factor models in finance based on Arbitrage Pricing Theory, for example,
whereby asset returns are determined by a set of common factors and a set of idiosyncratic factors
representing non-diversifiable risk (Sharpe, 1964; Solnik, 1974). Similar latent factor models of
contagion are used by Dungey and Martin (2001); Dungey, Fry, González-Hermosillo, and Martin
(2002a); Forbes and Rigobon (2002); and Bekaert, Harvey, and Ng (2003).

To simplify the analysis, the number of assets considered is three. Extending the model to
N assets is straightforward, with an example given below. Let the returns of three asset markets
during a non-crisis period be defined as

{x1,t, x2,t, x3,t} . (1)
All returns are assumed to have zero means. The returns could be on currencies, or national
equity markets, or a combination of currency and equity returns in a particular country or across
countries. The following trivariate factor model is assumed to summarize the dynamics of the
three processes during a period of tranquility:

xi,t = λiwt + δiui,t, i = 1, 2, 3. (2)
The variable wt represents common shocks that impact upon all asset returns with loadings
λi. These shocks could represent financial shocks arising from changes to the risk aversion of
international investors, or changes in world endowments (Mahieu and Schotman, 1994; Rigobon,
2003b). In general, wt represents market fundamentals that determine the average level of asset
returns across international markets during “normal” (that is tranquil) times. This variable is
commonly referred to as a world factor, which may or may not be observed. For simplicity, the
world factor is assumed to be a latent stochastic process with zero mean and unit variance:

wt ∼ (0, 1) . (3)
The properties of this factor are extended below to capture richer dynamics, including both
autocorrelation and time-varying volatility. The terms ui,t in equation (2) are idiosyncratic factors
that are unique to a specific asset market. The contribution of idiosyncratic shocks to the volatility
of asset markets is determined by the loadings δi > 0. These factors are also assumed to be
stochastic processes with zero mean and unit variance:

ui,t ∼ (0, 1) , ∀i. (4)
To complete the specification of the model, all factors are assumed to be independent

E [ui,tuj,t] = 0, ∀i 6= j (5)
E [ui,twt] = 0, ∀i. (6)

To highlight the interrelationships among the three asset returns in equation (2) during a
non-crisis period, the covariances are given by

E [xi,txj,t] = λiλj, ∀i 6= j, (7)
while the variances are

E
£
x2i,t
¤
= λ2i + δ2i ∀i. (8)

Expression (7) shows that any dependence between asset returns is solely the result of the
influence of common shocks, arising from wt, that simultaneously impact upon all markets.
Setting

λ1 = λ2 = λ3 = 0, (9)
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results in independent asset markets with all movements determined by the idiosyncratic shocks,
ui,t.

3 The identifying assumption used by Mahieu and Schotman (1994) in a similar problem is to
set λiλj to a constant value, L, for all i 6= j.

III. UNANTICIPATED-SHOCK MODELS OF CONTAGION

The definition of the term contagion varies widely across the literature. In this paper
contagion is represented by the transmission of unanticipated local shocks to another country
or market. This definition is consistent with Masson (1998, 1999a,b), who divides shocks to
asset markets as either common, spillovers that result from some identifiable channel, local or
contagion, and, as shown below, that of other approaches, such as Forbes and Rigobon (2002),
where contagion is represented by an increase in correlation during periods of crises.

The first model discussed is based on the factor structure developed by Dungey, Fry,
González-Hermosillo and Martin (2002a,b) among others, where contagion is defined as the
effects of unanticipated shocks across asset markets during a period of crisis. To distinguish
between asset returns in non-crisis and crisis periods, yi,t represents the return during the crisis
period and xi,t the return during the non-crisis period. Consider the case of contagion from
country 1 to country 2. The factor model in equation (2) is now augmented as follows:

y1,t = λ1wt + δ1u1,t

y2,t = λ2wt + δ2u2,t + γu1,t (10)
y3,t = λ3wt + δ3u3,t,

where the xi,t are replaced by yi,t to signify demeaned asset returns during the crisis period. The
expression for y2,t now contains a contagious transmission channel as represented by unanticipated
local shocks from the asset market in country 1, with its impact measured by the parameter γ. The
fundamental aim of all empirical models of contagion is to test the statistical significance of the
parameter γ.4

A. Bivariate Testing

Bivariate tests of contagion focus on changes in the volatility of pairs of asset returns.
From equation (10), the covariance between the asset returns of countries 1 and 2 during the crisis
period is

E [y1,ty2,t] = λ1λ2 + γδ1. (11)
Comparing this expression with the covariance for the pre-crisis period in equation (7) shows that
the change in the covariance between the two periods is

E [y1,ty2,t]−E [x1,tx2,t] = γδ1. (12)

3Of course, just two of the restrictions in equation (7) are sufficient for independence of asset
markets.
4An important assumption underlying the factor model in equation (10) is that the common
shock and idiosyncratic shocks have the same impact during the crisis period as they do during
the non-crisis period. This assumption is discussed in Section III.C.
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If γ > 0, there is an increase in the covariance of asset returns during the crisis period because
δ1 > 0 by assumption. This is usually the situation observed in the data. However, it is possible
for γ < 0, in which case there is a reduction in the covariance. Both situations are valid because
both represent evidence of contagion via the impact of unanticipated shocks in factor model (10).
Hence a test of contagion is given by testing the restriction

γ = 0 (13)
in the factor model (10). This is the approach adopted by Dungey, Fry, González-Hermosillo, and
Martin (2002a,b; 2003); and Dungey and Martin (2004).

An alternative way to construct a test of contagion is to use the volatility expression for
y2,t, which is given by

E
£
y22,t
¤
= λ22 + δ22 + γ2. (14)

Since the change in volatility over the two periods is solely attributed to the presence of
contagion

E
£
y22,t
¤
−E

£
x22,t
¤
= γ2, (15)

the contagion test based on restriction (13) can be interpreted as a test of whether there is an
increase in volatility. The expression (14) suggests that a useful decomposition of the volatility of
y2,t is to decompose the effects of shocks into global, idiosyncratic, and contagion respectively as
follows:

λ2i
λ22 + δ22 + γ2

,
δ2i

λ22 + δ22 + γ2
,

γ2

λ22 + δ22 + γ2
. (16)

This decomposition provides a descriptive measure of the relative strength of contagion in
contributing to volatility. As before, the strength of contagion is determined by the parameter γ,
which can be tested formally.

B. Multivariate Testing

The test for contagion presented so far is a test for contagion from country 1 to country 2.
However, it is possible to test for contagion in many directions, provided that there are sufficient
moment conditions to identify the unknown parameters. For example, factor model (10) can be
extended as

y1,t = λ1wt + δ1u1,t + γ1,2u2,t + γ1,3u3,t

y2,t = λ2wt + δ2u2,t + γ2,1u1,t + γ2,3u3,t (17)
y3,t = λ3wt + δ3u3,t + γ3,1u1,t + γ3,2u2,t,

or more succinctly,

yi,t = λiwt + δiui,t +
3X

j=1,j 6=i
γi,juj,t. (18)

In this case there are 6 parameters, γi,j, controlling the strength of contagion across all asset
markets. This model, by itself, is unidentified because there are 12 unknown parameters. However,
by combining the empirical moments of the variance-covariance matrix of the three asset returns
during the crisis period, 6 moments, with the empirical moments from the variance-covariance
matrix of the pre-crisis period in equation (2), another 6 moments, gives 12 empirical moments in



- 7 -

total, which can be used to identify the 12 unknown parameters.

A joint test of contagion using the factor model in equations (2) and (17) can be achieved
by comparing the objective function from the unconstrained model, qu, with the value obtained
from estimating the constrained model, qc, whereby the contagion parameters are set to zero.
Since the unconstrained model is just identified, qu = 0, in which case the test is simply a test that
under the null hypothesis of no contagion,

H0 : qc = 0, (19)
which is distributed asymptotically as χ2 with six degrees of freedom under the null. As before,
the test of contagion can be interpreted as testing for changes in both variances and covariances.

C. Structural Breaks

The model given by equations (2) and (18) is based on the assumption that the increase in
volatility during the crisis period is solely generated by contagion; that is, γi,j 6= 0,∀i, j. However,
another scenario is that there is a general increase in volatility without any contagion, denoted as
increased interdependence by Forbes and Rigobon (2002). This would arise if either the world
loadings (λi) change, or idiosyncratic loadings (δi) change, or a combination of the two. The first
would be representative of a general increase in volatility across all asset markets brought about,
for example, by an increase in the risk aversion of international investors. The second would arise
from increases in the shocks of (some) individual asset markets that are entirely specific to those
markets and thus independent of other asset markets.

To allow for structural breaks in the underlying relationships, the number of contagious
linkages that can be entertained needs to be restricted. In the case where changes in the
idiosyncratic shocks are allowed across the sample periods in all N asset markets, equation (18)
becomes

yi,t = λiwt + δy,iui,t +
3X

j=1,j 6=i
γi,juj,t, (20)

where δy,i 6= δi are the idiosyncratic parameters during the crisis period. Bekaert, Harvey, and Ng
(2003) adopt a different strategy for modeling structural breaks by specifying time-varying factor
loadings.

The number of world and idiosyncratic parameters now increases to 3N. Because the
model is still block-recursive, there are just N (N + 1) /2 empirical moments from the crisis
period available to identify the contagion parameters

¡
γi,j
¢

and the structural break parameters
(δy,i) . This means that there are N (N + 1) /2−N = N (N − 1) /2 excess moments to identify
contagion channels.

Extending the model to allow for structural breaks in both global and idiosyncratic factors
in all N asset markets increases the number of world and idiosyncratic parameters to 4N, now
yielding N (N + 1) /2− 2N = N (N − 3) /2 excess moments to identify contagion channels in
the crisis period. For a trivariate model (N = 3) that allows for all potential structural breaks in
world and idiosyncratic factors, no contagion channels can be tested because the model is just
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identified. Extending the model to N = 4 assets allows for N (N − 3) /2 = 2 potential contagion
channels. Further extending the model to N = 6 assets means that the number of contagion
channels that can be tested increases to N (N − 3) /2 = 9.5

D. Using Only Crisis Data

Identification of the unknown parameters in the factor model framework discussed above
is based on using information on both non-crisis and crisis periods. However, there may be a
problem for certain asset markets in using non-crisis data to obtain empirical moments to identify
unknown parameters, such as in the move from fixed to floating exchange rate regimes during the
East Asian currency crisis. However, it is possible to identify the model using only crisis-period
data, provided that the number of asset returns exceeds three and a limited number of contagious
links are entertained. For example, for N = 4 asset returns, there are 10 unique empirical
moments from the variance-covariance matrix using crisis data. Specifying the factor model in (2)
for N = 4 assets means that there are four world parameters and four idiosyncratic parameters.
This suggests that two contagious links can be specified and identified.

E. Autoregressive and Heteroscedastic Dynamics

The factor model can be easily extended to include a range of dynamics. Four broad
avenues are possible. The first consists of including lagged values of the returns in the system.
In Section VI these are interpreted as spillover effects. When the number of assets being studied
is large, this approach can give rise to a large number of unknown parameters, thereby making
estimation difficult. The second approach is to capture the dynamics through lags in the world
factor wt. This provides a more parsimonious representation of the system’s dynamics as a
result of a set of across-equation restrictions that arise naturally out of the factor structure. A
third approach is to specify autoregressive representations for the idiosyncratic factors ui,t. The
specification of dynamics on all of the factors yields a state-space representation that can be
estimated using a Kalman filter.

A fourth approach for specifying dynamics, which is potentially more important in models
of asset returns than the specification of dynamics in the mean, is the specification of dynamics
in the variance. This is especially true in models of contagion because increases in volatility
are symptomatic of crises. A common way to capture this phenomenon is to include a GARCH
(generalized autoregressive conditional heteroscedastic) structure on the factors.6 This approach
is used by Dungey, Fry, González-Hermosillo, and Martin (2002a, 2003); Bekaert, Harvey, and
Ng (2003); and Dungey and Martin (2004). In the case where there is a single factor, a suitable
specification is

wt = et, (21)
5In general, an allowance for both contagion and structural breaks results in identification
problems if the number of structural breaks entertained is unrestricted. Without the imposition of
restrictions on the model, identification issues immediately arise.
6Chernov, Gallant, Ghysels, and Tauchen (2003) provide a recent investigation of the dynamics
of asset markets.
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where
et ∼ N (0, ht) , (22)

with conditional volatility ht, given by a GARCH factor structure (Diebold and Nerlove, 1989;
Dungey, Martin, and Pagan, 2000):

ht = (1− α− β) + αe2t−1 + βht−1. (23)
The choice of the normalization (1− α− β) constrains the unconditional volatility to equal unity
and is adopted for identification. For example, using factor model (10) augmented by equations
(21)-(23), total (conditional) volatility of y2,t, the asset return in the crisis period, is now given by

Et−1
£
y22,t
¤
= Et−1

£
(λ2wt + δ2u2,t + γu1,t)

2¤
= λ22ht + δ22 + γ2,

where the assumption of independence in equations (5) and (6) is utilized. The conditional
covariance between y1,t and y2,t during the crisis period, for example, is

Et−1 [y1,ty2,t] = Et−1 [(λ1wt + δ1u1,t) (λ2wt + δ2u2,t + γu1,t)]

= λ1λ2ht + γδ1.

Both the conditional variance and covariance during the crisis period are affected by the presence
of contagion (γ 6= 0). In particular, contagion has the effect of causing a structural shift during the
crisis period in the conditional covariance by γδ1, and in the conditional variance by γ2.

The inclusion of a GARCH world factor into an N factor model of asset returns provides
a parsimonious multivariate GARCH model. This model, when combined with a model of
contagion, can capture changes in the variance and covariance structures of asset returns during
financial crises. The parsimony of the factor GARCH model specification contrasts with
multivariate GARCH models based on the BEKK specification (Engle and Kroner, 1995) which
require a large number of parameters for even moderate size models.7

IV. CORRELATION AND COVARIANCE ANALYSIS

Forbes and Rigobon (2002) define contagion as the increase in correlation between two
variables during a crisis period. In performing their test, the correlation between the two asset
returns during the crisis period is adjusted to overcome the problem that correlations are a positive
function of volatility. Because crisis periods are typically characterized by an increase in volatility,
a test based on the (conditional) correlation is biased upward resulting in evidence of spurious
contagion (Forbes and Rigobon, 2002; Boyer, Gibson, and Loretan, 1999; Loretan and English,
2000).8

A feature of the correlation applications is that they are based on pair-wise comparisons
and thus do not consider potential multivariate analogues of the test. To overcome this problem, a

7Problems in estimating multivariate GARCH models are noted by Malliaroupulos (1997),
although research on this problem proceeds apace.
8Butler and Joaquin (2002) conduct the same test across bull and bear markets, although they do
not specifically use the terminology of contagion.
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multivariate approach is proposed below that is based on simple regression equations augmented
by dummy variables. This extension stems from the insight that the adjustments to the correlation
coefficients proposed by Forbes and Rigobon can be placed conveniently within a bivariate
regression framework where the underlying variables are scaled appropriately.

A. Bivariate Testing

To demonstrate the Forbes and Rigobon (2002) approach, consider testing for contagion
from country 1 to country 2. The correlation between the asset returns of the two asset markets
is ρy during the crisis (high-volatility) period and ρx in the pre-crisis (low-volatility) period.9 If
there is an increase in volatility in the asset return of country 1, σ2y,1 > σ2x,1, without there being
any change to the fundamental relationship between the asset returns in the two markets, then
ρy > ρx, giving the false appearance of contagion. To adjust for this bias, Forbes and Rigobon
show that the adjusted (unconditional) correlation is given by10

νy =
ρyr

1 +
³
σ2y,1−σ2x,1

σ2x,1

´ ¡
1− ρ2y

¢ . (24)

This is the unconditional correlation (νy) , which is the conditional correlation
¡
ρy
¢

scaled by
a non linear function of the percentage change in volatility in the asset return of the source
country

¡¡
σ2y,1 − σ2x,1

¢
/σ2x,1

¢
, country 1 in this case, over the high and low-volatility periods.

This adjustment allows for a level shift in the volatility of asset 1, whereby νy = ρx if there is no
fundamental change in the relationship between the two asset markets.

To test that there is a significant change in correlation, the null hypothesis is
H0 : νy = ρx, (25)

against the alternative hypothesis of
H1 : νy > ρx. (26)

A t-statistic for testing these hypotheses is given by

FR1 =
bνy − bρxq
1
Ty
+ 1

Tx

, (27)

where the ˆ signifies the sample estimator, and Ty and Tx are the respective sample sizes
of the high-volatility and low-volatility periods. The standard error in equation (27) derives
from the asymptotic distribution of the estimated correlation coefficient. To improve the finite
sample properties of the test statistic, Forbes and Rigobon (2002) suggest using the Fisher

9Forbes and Rigobon (2002) in their empirical application, compare the crisis period correlation
with the correlation calculated over the total sample period (low volatility period). That is, x is
replaced by z = (x; y) . This alternative formulation is also discussed below.
10See also Boyer, Gibson, and Loretan, 1999; and Loretan and English, 2000. Other approaches
using correlation analysis are Karolyi and Stultz, 1996, and Longin and Solnik, 1995.
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transformation:11

FR2 =

1
2
ln
³
1+bνy
1−bνy

´
− 1

2
ln
³
1+bρx
1−bρx

´
q

1
Ty−3 +

1
Tx−3

. (28)

B. Alternative Formulation

In implementing the correlation test in equation (28), equation (24) shows that the
conditional correlation needs to be scaled initially by a nonlinear function of the change in
volatility in the asset return of the source country, country 1 in this case, over the pertinent sample
periods. Another way to implement the Forbes and Rigobon test of contagion is to scale the asset
returns and perform the contagion test within a regression framework.12 Continuing with the
example of testing for contagion from the asset market of country 1 to the asset market of country
2, consider scaling the asset returns during the pre-crisis period by their respective standard
deviations. First define the following pre-crisis regression equation in terms of the scaled asset
returns µ

x2,t
σx,2

¶
= α1

µ
x1,t
σx,1

¶
+ ηx,t, (29)

where ηx,t is a disturbance term and α1 is a regression parameter, and as before all variable
are transformed to have zero means. The pre-crisis slope regression parameter is related to the
pre-crisis correlation coefficient as α1 = ρx. For the crisis returns the regression equation is given
as follows, where the scaling of asset returns is still by the respective standard deviations from the
pre-crisis periods µ

y2,t
σx,2

¶
= β1

µ
y1,t
σx,1

¶
+ ηy,t, (30)

where ηy,t is a disturbance term and β0 and β1 are regression parameters. The crisis regression
slope parameter β1 = νy, which is the Forbes-Rigobon adjusted correlation coefficient given in
equation (24).

This alternative formulation suggests that another way to implement the Forbes-Rigobon
adjusted correlation is to estimate equations (29) and (30) by ordinary least squares (OLS) and
test the equality of the regression slope parameters. This test is equivalent to a Chow test for a
structural break of the regression slope. Implementation of the test can be based on the following

11This tranformation is valid for small values of the correlation coefficients, ρx and vy.
Further refinements are discussed in Kendall and Stuart (1969, Vol.I, p.391). For the case of
independence, ρx = νy = 0, an exact expression for the variance of the transformed correlation
coefficient is available. An illustration of these problems for the Forbes and Rigobon method is
given in Dungey and Zhumabekova (2001).
12Corsetti, Pericoli, and Sbracia (2001) extend the Forbes and Rigobon framework to a model
equivalent to the factor structure given in (10). Their approach requires evaluating quantities
given by the ratio of the contribution of idiosyncratic and common factors to volatility, δ2i /λ

2
i for

example. These quantities can be estimated directly using the framework discussed in Section III.
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pooled regression equation over the entire sample:µ
z2,t
σx,2

¶
= β1

µ
z1,t
σx,1

¶
+ γ1

µ
z1,t
σx,1

¶
dt + ηt, (31)

where
zi =

¡
xi,1, xi,2, ..., xi,Tx yi,1, yi,2, ..., yi,Ty

¢0
, i = 1, 2, (32)

represents the (Tx + Ty) × 1 scaled pooled data set by stacking the pre-crisis and crisis scaled
data; dt is a slope dummy variable defined as

dt =

½
1 : t > Tx
0 : otherwise ; (33)

and ηt is a disturbance term. The parameter
γ1 = β1 − α1 (34)

in equation (31) captures the effect of contagion. It represents the additional contribution of
information on asset returns in country 2 to the pre-crisis regression. If there is no change in
the relationship, the dummy variable provides no new additional information during the crisis
period, resulting in γ3 = 0. Thus, the Forbes and Rigobon contagion test can be implemented by
estimating equation (31) by OLS and performing a one-sided t-test of

H0 : γ1 = 0, (35)
in (31), which is equivalent to testing α1 = β1 in equations (29) and (30).13 Of course, the test
statistic to perform the contagion test is invariant to scaling transformations of the regressors, such
as the use of σx,1 and σx,2 to standardize zt. This suggests that an even more direct way to test
for contagion is to implement a standard test of parameter constancy in a regression framework
simply based on zt, the unscaled data.14

There is one difference between the regression approach to correlation testing for
contagion based on equation (31) and the Forbes and Rigobon approach: the standard errors used
in the test statistics are different in small samples. The latter approach is based on the small
sample asymptotic adjustment given in equation (28), while the former is based, in general, on the
usual least-squares standard errors.

C. Relationship with Unanticipated-Shock Models

Interpretating the Forbes-Rigobon contagion test as a Chow test provides an important link
connecting this approach with the unanticipated-shock model discussed in the previous section.

13Caporale, Cipollini, and Spagnolo (2002) conduct a test of contagion based on a slope dummy,
but do not identify the connection of the test with the Forbes and Rigobon (2002) correlation
approach.
14To implement the form of the Forbes and Rigobon (2002) version of the correlation test within
the regression framework in equation (31), the pre-crisis data are now replaced by the total sample
data. That is, the low volatility period is defined as the total sample period and not the pre-crisis
period. This requires redefining the pertinent variables as zt = (x, y, y, ) and the slope dummy as
d =

¡
0Tx , 1Ty , 1Ty

¢
, and scaling the variables in zt by the respective standard deviations obtained

from the total sample period (xt, yt) .
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To highlight this link, let the dynamics of the processes be represented by the first two expressions
of the contagion model in (10)

y1,t = λ1wt + δ1u1,t (36)
y2,t = λ2wt + δ2u2,t + γu1,t, (37)

where as before, contagion from the asset market in country 1 to country 2 is controlled by the
parameter γ. Combining these expressions to substitute out u1,t from the equation for y2,t gives

y2,t =

µ
λ2δ1 − λ1γ

δ1

¶
wt +

γ

δ1
y1,t + δ2u2,t. (38)

The corresponding asset equation in the pre-crisis period is then by definition
(γ = 0, and changing yi,t to xi,t)

x2,t =

µ
λ2δ1 − λ1γ

δ1

¶
wt + δ2u2,t, (39)

where xi,t is the asset return in the pre-crisis period. Equations (38) and (39) are of the same
form as equation (31), provided that the common factor is taken as wt = z1,t, which is the
stacked vector of asset returns in country 1 across pre-crisis and crisis returns. In this scenario
the unconditional shock model and the Forbes-Rigobon approach are equivalent with the test of
contagion based on γ = 0, which amounts to testing the additional explanatory power of the asset
returns in country 1 to explain movements in the asset returns in country 2 over and above the
factors that govern movements in asset markets during non-crisis periods.

In practice, Forbes and Rigobon (2002) identify the world factor wt using a number of
observed variables, including U.S. interest rates. These variables are initially extracted from
the asset returns data by regressing the returns on the chosen set of world factors and using the
residuals from these regressions in the contagion tests given in equations (24)-(28). In conducting
the contagion tests, the analysis is performed in pairs with the source country changing depending
on the hypothesis being tested. This testing strategy is highlighted in (38) and (39) where the
source country is country 1. An implication of the approach though is that it requires switching
the exogeneity status of the variables, an issue that is discussed further below.

D. Multivariate Testing

The regression framework developed above for implementing the Forbes and Rigobon test
suggests that a multivariate analogue can be easily constructed as follows.15 In the case of three

15As will become apparent, issues of endogeneity immediately arise. These issues are discussed
below.
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asset returns, the pre-crisis period equations areµ
x1,t
σx,1

¶
= α1,2

µ
x2,t
σx,2

¶
+ α1,3

µ
x3,t
σx,3

¶
+ ηx,1,tµ

x2,t
σx,2

¶
= α2,1

µ
x1,t
σx,1

¶
+ α2,3

µ
x3,t
σx,3

¶
+ ηx,2,t (40)µ

x3,t
σx,3

¶
= α3,1

µ
x1,t
σx,1

¶
+ α3,2

µ
x2,t
σx,2

¶
+ ηx,3,t,

while the crisis equations are specified asµ
y1,t
σx,1

¶
= β1,2

µ
y2,t
σx,2

¶
+ β1,3

µ
y3,t
σx,3

¶
+ ηy,1,tµ

y2,t
σx,2

¶
= β2,1

µ
y1,t
σx,1

¶
+ β2,3

µ
y3,t
σx,3

¶
+ ηy,2,t (41)µ

y3,t
σx,3

¶
= β3,1

µ
y1,t
σx,1

¶
+ β3,2

µ
y2,t
σx,2

¶
+ ηy,3,t.

A joint test of contagion is given by
αi,j = βi,j, ∀i 6= j, (42)

which represents six restrictions. A convenient way to implement the multivariate version of the
Forbes and Rigobon test is to adopt the strategy of (31) and write the model as a three-equation
system augmented by a set of slope dummy variables to capture the impact of contagion on asset
returnsµ

z1,t
σx,1

¶
= α1,2

µ
z2,t
σx,2

¶
+ α1,3

µ
z3,t
σx,3

¶
+ γ1,2

µ
z2,t
σx,2

¶
dt + γ1,3

µ
z3,t
σx,3

¶
dt + η1,tµ

z2,t
σx,2

¶
= α2,1

µ
z1,t
σx,1

¶
+ α2,3

µ
z3,t
σx,3

¶
+ γ2,1

µ
z1,t
σx,1

¶
dt + γ2,3

µ
z3,t
σx,3

¶
dt + η2,t (43)µ

z3,t
σx,3

¶
= α3,1

µ
z1,t
σx,1

¶
+ α3,2

µ
z2,t
σx,2

¶
+ γ3,1

µ
z1,t
σx,1

¶
dt + γ3,2

µ
z2,t
σx,2

¶
dt + η3,t,

where the zi pooled asset returns are as defined in equation (32); ηi are disturbance terms; dt is the
dummy variable defined in equation (33); and γi,j = βi,j − αi,j, are the parameters that control
the strength of contagion.

The multivariate contagion test is based on testing the null hypothesis
H0 : γi,j = 0, ∀i 6= j. (44)

Implementation of the test can be performed by using standard multivariate test statistics,
including likelihood ratio, Wald and Lagrange multiplier tests.

Rigobon (2003b) suggests an alternative multivariate test of contagion. This test is
referred to as the determinant of the change in the covariance matrix (DCC) because it is based on
comparing the covariance matrices across two samples and then taking the determinant to express
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the statistic as a scalar. The DCC statistic is formally defined as

DCC =

¯̄̄bΩy − bΩx

¯̄̄
bσDCC

, (45)

where bΩy and bΩx are the estimated covariance matrices of asset returns in the crisis and pre-crisis
periods respectively, and bσDCC is an estimate of the pertinent standard error of the statistic. Under
the null hypothesis there is no change in the covariance structure of asset returns across sample
periods, resulting in a value of DCC = 0. If contagion increases volatility during the crisis period,
then DCC > 0, resulting in a rejection of the null hypothesis of no contagion.

The DCC test represents a test of parameter stability and thus provides an alternative to a
Chow test. However, given the relationship between Chow and contagion tests discussed above,
this implies that potentially the DCC test is also a test of contagion. To highlight this point,
consider the following bivariate factor model based on the first two equations in (2) and (10). The
pre-crisis and crisis covariance matrices are respectively

Ωx =

∙
λ21 + δ21 λ1λ2
λ1λ2 λ22 + δ22

¸
, Ωy =

∙
λ21 + δ21 λ1λ2 + γδ1

λ1λ2 + γδ1 λ22 + δ22 + γ2

¸
.

The numerator of the DCC statistic is this case is¯̄̄bΩy − bΩx

¯̄̄
=

¯̄̄̄
¯ 0 bγbδ1bγbδ1 bγ2

¯̄̄̄
¯ = −bγ2bδ21,

where the ˆ signifies a parameter estimator. Under the null hypothesis DCC = 0, which is
achieved when γ = 0, a result that is equivalent to the tests of contagion already discussed.

In implementing the DCC test, the covariance matrices employed tend to be conditional
covariance matrices if dynamics arising from lagged variables and other exogenous variables are
controlled for. The simplest approach is to estimate a VAR for the total period, Tx + Ty, and base
the covariances on the VAR residuals. This is the approach adopted in the empirical application
of Rigobon (2003b). The advantage of working with VAR residuals, as compared with structural
residuals, is that the VAR represents an unconstrained reduced form, thereby circumventing
problems of simultaneity bias. These issues are now discussed.

E. Endogeneity Issues

The potential simultaneity biases arising from the presence of endogenous variables are
more evident when the Forbes and Rigobon test is cast in a linear regression framework. Forbes
and Rigobon perform the correlation test in pairs of countries under the assumption that contagion
spreads from one country to another with the source country being exogenous. The test is then
performed in the reverse direction with the implicit assumption of exogeneity on the two asset
returns reversed. Performing the two tests in this way is inappropriate because it clearly ignores
the simultaneity bias problem.16

16Forbes and Rigobon recognize this problem and do not test for contagion in both directions,
being very clear about their exogeneity assumptions.
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Forbes and Rigobon (2002) show, using a Monte Carlo analysis, that the size of the
simultaneity bias is unlikely to be severe if the size of the correlations between asset returns are
relatively small. Interestingly, Rigobon (2003b) notes that the volatility adjustment in performing
the test in equation (24) is incorrect in the presence of simultaneity bias. However, as noted
above, the Forbes and Rigobon adjustment acts as a scaling parameter which has no affect on the
properties of the test statistic in a linear regression framework. The problem of simultaneity bias
is the same whether the endogenous explanatory variables are scaled or not.

To perform the Forbes and Rigobon contagion test while correcting for simultaneity bias,
equations (40) and (41) need to be estimated initially using a simultaneous equations estimator,
and the tests of contagion performed on the simultaneous equation estimates of γi,j in (43). To
demonstrate some of the issues, the bivariate model in equations (29) and (30) is expanded to
allow for structural breaks in the idiosyncratic loadings. The bivariate versions of the model
without intercepts during the pre-crisis and crisis periods are respectively (where for clarity,
i,t = ηx,i,t and ξi,t = ηy,i,t in comparison with equations (29) and (30))µ

x1,t
σx,1

¶
= α1

µ
x2,t
σx,2

¶
+ 1,t (46)µ

x2,t
σx,2

¶
= α2

µ
x1,t
σx,1

¶
+ 2,t, (47)

where i,t are independent and identically distributed (iid) with zero means and variances
E
£
σ2,i
¤
, and µ

y1,t
σx,1

¶
= β1

µ
y2,t
σx,2

¶
+ ξ1,t (48)µ

y2,t
σx,2

¶
= β2

µ
y1,t
σx,1

¶
+ ξ2,t, (49)

where ξi,t are iid with zero means and variances E
£
σ2ξ,i
¤
. The respective reduced forms areµ

x1,t
σx,1

¶
=

1

1− α1α2

¡
1,t + α1 2,t

¢
(50)µ

x2,t
σx,2

¶
=

1

1− α1α2

¡
2,t + α2 1,t

¢
for the pre-crisis period and µ

y1,t
σx,1

¶
=

1

1− β1β2

¡
ξ1,t + β1ξ2,t

¢
(51)µ

y2,t
σx,2

¶
=

1

1− β1β2

¡
ξ2,t + β2ξ1,t

¢
for the crisis period. For the two subperiods the variance-covariance matrices are

Ωx =
1

(1− α1α2)
2

∙
σ2,1 + α21σ

2
,2 α1σ

2
,2

α1σ
2
,2 σ2,2 + α22σ

2
,1

¸
(52)

Ωy =
1

(1− β1β2)
2

∙
σ2ξ,1 + β21σ

2
ξ,2 β1σ

2
ξ,2

β1σ
2
ξ,2 σ2η,2 + β22σ

2
ξ,1

¸
. (53)
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The model at present is underidentified because there is a total of just six unique moments across
the two samples, to identify the eight unknown parameters©

α1,α2, β1, β2, σ
2
,1, σ

2
,2, σ

2
ξ,1, σ

2
ξ,2

ª
.

In a study of the relationship between Mexican and Argentinian bonds, Rigobon (2003a)
identifies the model by setting α1 = β1 and α2 = β2. However, from equation (34), this
implies that there is no contagion, just a structural break in the idiosyncratic variances. An
alternative approach to identification that is more informative in the context of testing for
contagion is to not allow for a structural break and set σ2x,1 = σ2y,1, and σ2x,2 = σ2y,2. Now
there are six equations to identify the six unknowns. A test of contagion is given by a test of
the over-identifying restrictions under the null hypothesis of no contagion. The observational
equivalence between the two identification strategies has already been noted above in the
discussion of the factor model. However, if the idiosyncratic variances are changing over
the sample, the contagion test is undersized (Toyoda and Ohtani, 1986). One solution is to
expand the number of asset markets investigated. For example, increasing the number of
assets to N = 3 results in a just identified model because there are 12 unknown parameters©
α1,α2, α3, β1, β2, β3, σ

2
,1, σ

2
,2, σ

2
,3, σ

2
ξ,1, σ

2
ξ,2, σ

2
ξ,3

ª
, but there are now 12 moments because

there are six unique moments from each of the variance-covariance matrices from the two
subperiods.

Another solution to the identification problem is to expand the model to include own
lagged variables, for example. In this case, the reduced-form expressions in (51) represent VARs
over the two subperiods. Corresponding to each sample period, in each VAR there are four
parameters associated with the lagged variables which are used to identify the four structural
parameters. Favero and Giavazzi (2002) do this within a related context in testing for contagion;
see Section V.A below.

Rigobon (2002) also suggests using instrumental variables to obtain consistent parameter
estimates, with the instruments defined as

si =
¡
−xi,1,−xi,2, ...,−xi,Tx yi,1, yi,2, ..., yi,Ty

¢0
, i = 1, 2.

This choice of instruments is an extension of the early suggestions of Wald (1940) and Durbin
(1954). For example, Wald defined the instrument set as a dummy variable, with 1 signifying
observations above the median and −1 signifying observations below the median. In the case of
contagion and modeling financial crises, observations above (below) the median can be expected
to correspond to crisis (pre-crisis) observations. This suggests that the Rigobon instrument is
likely to be more efficient than the Wald choice because it uses more information.17 Rigobon
then proceeds to estimate pooled equations as in (43), but with γi,j = 0. But this is not a test of
contagion, since αi = βi is imposed and not tested. Not surprisingly, the IV estimator of the
structural parameters in this case is equivalent to the matching moment estimator using equations
(52) and (53) subject to the restrictions α1 = β1, and α2 = β2.

17A similar issue arises in the Eichengreen, Rose, and Wyplosz (1995, 1996) framework in testing
for contagion. This approach is discussed below in Section V.B.
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V. MODELS OF ASYMMETRIES AND NONLINEARITIES

A number of papers have concentrated on modeling contagion through a range of
asymmetrical adjustments. The motivation of these approaches is that the transmission processes
across asset markets may be nonlinearly different during periods of extreme returns than during
“normal” times. In these models contagion arises when significant relationships across asset
markets are detected during periods of extreme movements. The underlying differences in the
proposed approaches lie in the ways that extreme observations are modeled. Four models of
asymmetries are now outlined. In discussing these models, the model represented by equations
(36)-(39) is used.

A. Outliers

Favero and Giavazzi (2002) use a VAR to control for the interdependence between
asset returns, and use the heteroscedasticity and nonnormalities of the residuals from that VAR
to identify unexpected shocks that may be transmitted across countries and hence considered
contagion. The methodology first estimates a simple VAR and considers the distribution of
the residuals. Residuals that contribute to nonnormality and heteroscedasticity in the data are
identified with a set of dummies associated with “unusual” residuals for each country, indicating
crisis observations. The test for contagion is then given as the significance of those dummies in
explaining the returns for the alternate assets in a structural model. That is, the test for contagion
is the significance of an unexpected shock in country i on the returns for country j, a definition
completely consistent with that given in the model of equations (36)-(38).

To highlight the properties of the Favero and Giavazzi (2002) testing framework, consider
testing for contagion from y1,t to y2,t. Define the dummy variable corresponding to a single outlier
in y1,t, as

d1,t =
1 : |u1,t| > 3δ2i
0 : otherwise (54)

The Favero and Giavazzi test amounts to replacing u1,t in equation (37) by d1,t

y2,t = λ2wt + δ2u2,t + γd1,t, (55)
and performing a t-test of γ = 0. In practice, a separate dummy variable is defined for each outlier
with the contagion test corresponding to a joint test that all parameters associated with the dummy
variables are zero. To demonstrate their approach more formally, consider the following N-variate
first-order VAR model:

zt = Φzt−1 + vt, (56)
where zt are the pooled asset returns across the two sample periods as defined in equation (32), Φ
contains the (N ×N) VAR parameters, and vt are the reduced-form disturbances with zero means
and constant covariance matrix with variances given by E [v2i ] = σ2i . The dummy variables are
defined as

di,k,t =

½
1 : |vi,t| > 3σ2i
0 : otherwise , (57)

where one (unique) dummy variable is defined for each observation that is an outlier. That is,
k = 1 for the first outlier, k = 2 for the second outlier, etc. These dummy variables are then
included in a structural model that is effectively equation (43) without any scaling of the variables,
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augmented by the inclusion of own lagged variables to achieve identification. For a bivariate
model where there is just one outlier in each returns series, the structural equations are

z1,t = α1,2z2,t + θ1z1,t−1 + γ1,1d1,1,t + γ1,2d2,1,t + η1,t (58)
z2,t = α2,1z1,t + θ2z2,t−1 + γ2,1d1,1,t + γ2,2d2,1,t + η2,t,

where θ1 and θ2 are the parameters on own lags and ηi,t are the structural disturbances. A joint
test of contagion is given by testing the significance of the shock in asset returns in the second
(first) country on asset returns in the first (second) country:

H0 : γ1,2 = γ2,1 = 0.

This test can also be conducted individually to identify significant contagious linkages between
countries 1 and 2.

The Favero and Giavazzi (2002) approach is very similar to the Forbes and Rigobon
(2002) correlation test because both tests are based on testing the significance of dummy variables
in an augmented model. In both cases the dummy variables are slope dummies: this is especially
clear if the dummy variable in equation (57) is defined to equal the observation itself.18 The
similarities between the two testing frameworks are made more transparent by defining a crisis
period to be where the dummy variable is non-zero. Observations when the dummy variables are
not defined by default correspond to pre-crisis periods. Since the dummy variables are defined
for a single observation, the parameter estimates of {α1,2, θ1, α2,1, θ2} in equation (58) can be
computed simply by using pre-crisis data.

There are, however, two differences between the Forbes and Rigobon (2002) and Favero
and Giavazzi (2002) approaches. Forbes and Rigobon identify a crisis period as a period of
higher volatility using a single dummy that has a non-zero value during the entire crisis period.
The Favero and Giavazzi test identifies potentially many (short-lived) crisis periods associated
with extreme returns. Second, the Favero and Giavazzi test assigns a different parameter to each
dummy variable, whereas the Forbes and Rigobon approach is based on a single parameter to
represent contagion between two countries. This last property reflects that the two test procedures
both represent Chow tests: the Forbes and Rigobon approach is based on the covariance version of
the Chow test, while the Favero and Giavazzi test is based on the predictive version of the Chow
test.

In implementing the Favero and Giavazzi (2002) test, the structural model needs to be
estimated using a simultaneous equation estimator to correct for simultaneity bias. This correction
appears to be adopted by Favero and Giavazzi. However, an important assumption underlying
this framework is that asset returns exhibit autocorrelation. If this assumption is not valid, then
the choice of instruments based on lagged returns will not be valid, and identification of the
structural model via the inclusion of own lags will no longer be appropriate. Even if there is some
autocorrelation in asset returns, it is not likely to be strong, resulting in weak instruments with the
moments of the sampling distribution of the test statistics possibly not existing.

18Defining the dummy variable this way changes the point estimates when estimating the
structural model in equation (58), but not the value of the test statistic.
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B. Probability Models: Dichotomous Classifications

Eichengreen, Rose, and Wyplosz (1995, 1996) and related studies by Kaminsky and
Reinhart (2000) consider the transmission of contagion in currency markets across exchange
rate regimes. To accommodate all of the possible avenues for pressure on an exchange rate they
construct an Exchange Market Pressure Index (EMP).19 The EMP index is then used to construct
a binary CRISIS index that indicates whether or not a particular currency is experiencing extreme
pressure.

The Eichengreen, Rose, and Wyplosz (1995, 1996) framework for testing contagion can be
interpreted as a variant of the dummy variable approach of Favero and Giavazzi (2002). However,
unlike the Favero and Giavazzi approach, which requires constructing dummy variables for the
explanatory variables, in the Eichengreen, Rose, and Wyplosz approach a dummy variable is
also constructed for the dependent variable. To highlight the Eichengreen, Rose, and Wyplosz
approach, rewrite equation (38) by replacing the asset returns, y1,t and y2,t, by dummy variables

d2,t =

µ
λ2δ1 − λ1γ

δ1

¶
wt +

γ

δ1
d1,t + δ2u2,t, (60)

where the dummy variables are defined in terms of large negative asset returns as20

d1,t =

½
1 : y1,t > f(EMP1,t)
0 : otherwise (61)

d2,t =

½
1 : y2,t > f(EMP2,t)
0 : otherwise . (62)

Because the dependent variable is now binary, the model is respecified as a probit model

y∗2,t =

µ
λ2δ1 − λ1γ

δ1

¶
wt +

γ

δ1
d1,t + δ2u2,t (63)

dt =

½
1 : y∗2,t < f(EMP2,t)
0 : otherwise , (64)

where y∗2,t is a latent normal random variable. The test of contagion, estimated by the probit
model in this instance, is again the significance of the parameter γ in equation (63). Thus the
Eichengreen, Rose, and Wyplosz (1995, 1996) approach can be viewed as focusing on the change

19The threshold indicator EMPi,t represents the Exchange Market Pressure Index corresponding
to the ith asset return at time t, which is computed as a linear combination of the change in
exchange rates, interest differentials, and changes in levels of reserve assets for country i with
respect to some numeraire country, 0,

EMPi,t = a∆ei,t + b(ri,t − r0,t) + c(∆Ri,t −∆R0,t), (59)
where ei is the log of the bilateral exchange rate, ri is the short-term interest rate and Ri is the
stock of reserve assets. The weights, a, b and c, are given by the inverse of the variance of the
individual component series over the sample period. Kaminsky and Reinhart (2000) adopt a
different weighting scheme whereby the weight on interest rates is zero.
20The CRISIS indicator in Eichengreen et al is constructed for the cases yi,t > µEMP + 1.5σEMP ,
that is a linear combination of the mean and standard deviation of the calculated EMP index.
Other relative weightings on the two components were trialed in their paper.
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in the strength of the correlation during crisis periods. Since the dummy variable is defined for
large (negative) movements, these correlations are based on the large returns compared with all
returns, as in the Forbes and Rigobon (2002) approach.

An important part of the Eichengreen et al (1995, 1996) approach is that it requires
choosing the threshold value of the EMP index for classifying asset returns into crisis and
non-crisis periods. As with the threshold value in equation (57) adopted by Favero and Giavazzi
(2002), the empirical results are contingent on the choice of the threshold value. In both the
Eichengreen, Rose, and Wyplosz and Favero and Giavazzi approaches, this choice is based on
sample estimates of the data, resulting in potentially non-unique classifications of the data for
different sample periods.21

The construction of binary dummies in equations (61)-(64) in general amounts to a loss
of sample information, resulting in inefficient parameter estimates and a loss of power in testing
for contagion. A more direct approach that does not result in any loss of sample information is to
estimate equation (38) by least squares and perform a test of contagion by undertaking a t-test
of γ. In fact, the probit model of equations (63)-(64) delivers consistent estimates of the same
unknown parameters given in (38), but these estimates are inefficient as a result of the loss of
sample information in constructing the dummy variables.

One of the attractions of the Eichengreen, Rose, and Wyplopsz (1995, 1996) approach is
that it generates probability estimates (Pt) of the spread of financial crises across countries. The
change in the probability of a crisis is given by evaluating the probability at the two values of the
dummy variable

∂Pt

∂d1,t
= Φ (z1)− Φ (z0) ,

where z1 =
³
λ2δ1−λ1γ

δ1

´
wt +

γ
δ1

and z1 =
³
λ2δ1−λ1γ

δ1

´
wt. However, if the attraction of computing

probability estimates of financial crises is the guide to model choice, such estimates can also be
recovered by using equation (38). Adopting the assumption that u2,t in equation (38) is normally
distributed, the probability of a crisis in y2,t is simply given by

P (y2,t < y∗) = Φ (z) ,

where Φ (z) is the cumulative normal density evaluated at

z =

µ
y∗ −

µ
λ2δ1 − λ1γ

δ1

¶
wt +

γ

δ1
y1,t

¶
/δ2,

and y∗ is a preassigned threshold variable.

Kaminsky and Reinhart (2000) find that the calculation of unconditional probabilities does
not provide particularly useful information for predicting crises based on data across regions.

21Both Eichengreen, Rose, and Wyplosz and Kaminsky and Reinhart use some matching of their
CRISIS index constructed using these thresholds to market events to validate the threshold choice.
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C. Probability Models: Polychotomous Classifications

Bae, Karolyi, and Stulz (2003) concentrate explicitly on the tails of the distribution of
asset returns by identifying the exceedances of individual returns and co-exceedances across asset
returns. The exceedance at time t is simply the difference between a large (negative) asset return
and some preassigned threshold value (THRESH) . For two asset markets, the exceedances
corresponding to large negative asset returns are22

E1,t =

½
1 : y1,t < THRESH
0 : otherwise (65)

E2,t =

½
1 : y2,t < THRESH
0 : otherwise . (66)

Comparing equations (65) and (66) with the Eichengreen, Rose, and Wyplosz (1995, 1996)
dummy variables in equations (61) and (62), shows that the exchange rate market pressure indexes
EMPi,t is equivalent to the threshold index used to identify exceedances. Bae, Karolyi and Stulz
(2003) choose THRESH = −5 percent, while Baur and Schulze (2002) extend this to consider
a number of different thresholds endogenously.23 A co-exceedance occurs at a point in time when
E1,t and E2,t both exceed the threshold level

E1,t, E2,t = 1.

That is, both asset markets experience a large fall in asset values at the same point in time. For N
asset markets, categorizing asset returns into co-exceedances yields a polychotomous variables
that gives the number of co-exceedances occurring at each point in time. Bae, Karolyi and Stulz
(2003) use a multinomial logit model to analyze the co-exceedances

Pj,t =
exp

¡
βjxj,t

¢
ΣN
k=0 exp (βkxk,t)

, j = 0, 1, 2, · · · , N, (67)

where Pj,t is the probability that there are j co-exceedances occurring at time t, and xk,t represent
a set of explanatory variables used to explain asset returns and hence co-exceedances. The
model is normalized by setting β0 = 0, which corresponds to the case of no exceedances (i.e.
no outliers). This is a natural extension of the Eichengreen, Rose, and Wyplosz (1995, 1996)
framework, which uses a probit model because it is based on a binary classification of asset
returns.24

In a similar vein Kaminsky and Reinhart (2002) consider periods of turmoil to be due to
extreme events, and also examine the 5th and 95th percentiles of the distribution and a multinomial
logit framework. In their examination of the transmission of shocks between countries they
distinguish between “weak form globalization” and “strong form globalization”. The latter

22In extreme value theory, the exceedences are usually defined as y1,t − THRESH when the
threshold is reached. Butler and Joaquin (2002) find that the number of co-exceedances in the
observed data exceeds that which could be generated from an underlying normal, GARCH or
student-t distribution, consistent with their results on the correlation coefficients.
23Bae, Karolyi, and Stultz (2003) also identify exceeedances corresponding to large positive
returns, in which case THRESH = 5 percent.
24Eichengreen, Rose, and Wyplosz (1995) in studying the transmission of crises also use a
multinomial logit model.
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is somewhat similar to Bae, Karolyi, and Stulz’s (2003) concept of co-exceedances involving
contemporaneous extreme returns events in both countries. Weak form globalization, however,
considers the effect of a large shock in one country on another country, without imposing that the
effects of the shock must also result in a large shock on the second country.

D. One-Sided Asymmetries

Butler and Joaquin (2002) report that the change in correlations in asset returns between
tranquil periods and crisis periods differs depending on the direction of the crisis. In the case
of positive shocks (bull markets) the difference in the correlations is broadly consistent with a
model drawn from a normal distribution. However, for the crisis caused by negative shocks (bear
markets) the rise in correlation between asset returns far exceeds that associated with a normal
distribution. There seem to be nonlinearities in the behavior of extreme shocks as proposed in the
co-exceedance literature. To distinguish between positive and negative shocks, Dungey, Fry, and
Martin (2003) expand equation (37) as

y2,t = λ2wt + δ2u2,t + γ+u1,tdt + γ−u1,t (1− dt) , (68)
where

dt =

½
1 : u1,t > 0
0 : otherwise . (69)

A test of symmetry is given by
H0 : γ+ = γ−.

This is also the approach of Baig and Goldfajn (2000) (see also Ellis and Lewis, 2000
and Kaminsky and Schmukler, 1999) in modeling equity returns in Brazil and Russia. Dummy
variables are constructed that represent good and bad news in both Brazil and Russia (see Baig
and Goldfajn, 2000, for a list of dates) as follows

dbad,t =

½
1 : bad news in country 1
0 : no news

dgood,t =

½
1 : good news in country 1
0 : no news .

The model is then given by
y2,t = λ2wt + δ2u2,t + γ+dbad,t + γ−dgood,t,

with a test of contagion from country 1 to country 2 given by testing
H0 : γ+ = γ− = 0.

The studies mentioned so far concentrate on the asymmetric transmission of shocks in the
level of the shocks. However, it is also possible that it is the asymmetric volatility of the shocks
that matters – this is explored in Bekaert, Harvey, and Ng (2003), who incorporate asymmetric
GARCH in the idiosyncratic or country-specific shock of the latent factor model.
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VI. ADDITIONAL METHODS

A. Principal Components

Principal components provide an alternative way to identify factors; examples include
Calvo and Reinhart (1995) and Kaminsky and Reinhart (2001). The principal components are
based on an eigen decomposition of either the variance-covariance matrix or the correlation
matrix, with the principal components computed as the eigenvectors associated with the largest
eigenvalues. Thus, each computed principal component represents a weighted average of
individual asset returns.

Principal component analysis is based on the assumption of a constant variance-covariance
matrix. However, this assumption is unlikely to be appropriate when using high-frequency asset
returns data, especially estimated over a sample containing financial crises where volatilities may
change over time. One solution is to use a dynamic factor approach (Mody and Taylor, 2003),
while a more general approach is to use the extended factor model discussed in Section II.

B. Multiple Equilibria

An important feature of theoretical models of contagion is that they yield multiple
equilibria (Dornbusch, Park, and Claessens, 2000). This suggests that the underlying distribution
is multimodal in general, where the modes correspond to stable equilibria and the antimodes
correspond to the unstable equilibria. In the case of two stable equilibria, these properties can be
captured by a mixture distribution

f (yi,t) = φf1 (yi,t) + (1− φ) f2 (yi,t) , (70)
where 0 < φ < 1 is a parameter that weights the individual densities fi () with means
corresponding to the stable equilibria, to form the overall density. Jeanne and Masson (2000)
adopt this strategy by employing Hamilton’s Markovian switching model (Hamilton, 1994), which
is equivalent to equation (70) with a time-varying weighting parameter, φt, based on a Markovian
updating formula; see also Masson (1999c) for a discussion of the approach.25

Peseran and Pick (2003) show that the class of models that incorporate binary variables
can generate multiple equilibria. They consider a model that is equivalent to the Favero and
Giavazzi (2002) which uses equation (55) in the case of one outlier. In the case of many outliers,
the two classes of models are equivalent when the parameters associated with each set of dummy
variables are equal. For a bivariate model of asset returns y1,t and y2,t, the system is given by

y1,t = λ1wt + δ1u1,t + γ1d2,t (71)
y2,t = λ2wt + δ2u2,t + γ2d1,t,

where di,t are threshold dummy variables given by

di,t =

½
1 : yi,t > ci
0 : otherwise . (72)

25Lim and Martin (1999) use another approach based on a generalised normal distribution to
capture multimodality.
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As with the contagion models discussed above, the parameters γi control the strength of contagion
with no contagion occurring when γi = 0.

C. Spillovers

A number of papers undertake measurements of contagion where contagion is not
identified as the effects of foreign unexpected shocks on a domestic asset return. In particular,
transmissions through an identified channel such as fundamental variables or financial streams
are more consistent with the concept of spillovers in the terminology of Masson (1999a,b,c).
For example, Glick and Rose (1999) and Dasgupta (2001) consider contagion as the spread of a
crisis from its origin by any means, and the examples they give of competitive devaluation and
trade links are easily incorporated into current concepts of anticipated linkages, and therefore
are more consistent with notions of spillovers than contagion. In a similar vein van Rijikghem
and Weder (2001) consider financial flows. A further example is Lowell, Neu, and Tong (1998);
where contagion is assessed by examining the effects of lagged values of foreign asset returns on
domestic asset returns.Trade links are often associated with the location of countries. A strong
working hypothesis in the crisis literature is that crises seem to have strong regional features. This
has been investigated using gravity models in Kaminsky and Reinhart (2002) and Bayoumi and
others (2003), who make the case that geographical relationships matter, and Dasgupta (2001),
who finds that regions are less important.

However, Kiyotaki and Moore (2002) present the case of known ex-ante linkages through
balance sheets, but argue if these are sufficiently complex they may not be fully anticipated, but
behave as contagion. A related channel of contagion is information flows and investor preferences.
Empirical work on this stream of research is limited to calibration and simulation experiments, due
to the obvious lack of data. However, the ideas include the search costs of obtaining information
and the role of increasing global integration across asset markets. Calvo and Mendoza (2000)
and Chue (2002) provide simulations of theoretical models that show how contagion can spread
through information flows and investor preferences. Rigobon (2002), in an application of the
correlation tests discussed in Section IV to Latin American markets, shows that the upgrading of
Mexican debt ratings dramatically changed the characteristics of the Mexican markets to move it
away from its previous common regional association with other Latin American countries.

D. Multiple Classes of Assets

The majority of the existing literature on contagion considers transmissions across
geographical borders for a particular asset market, although one important exception to this is
the relatively large literature discussing joint banking and currency crises, such as Kaminsky and
Reinhart (1999) and Bordo and Eichengreen (1999). There have been a number of applications
of similar techniques to the same data period and different asset markets across country borders;
such as Baig and Goldfajn (1999) and Ellis and Lewis (2000), which look at currency, equity,
and bond markets in a correlation and VAR framework. Dungey, Fry, González-Hermosillo, and
Martin (2002a,b) look at contagion in developing market bonds during the Russian and LTCM
crisis, and then at the equity markets for the same period in Dungey, Fry, González-Hermosillo,
and Martin (2003). None of these papers formally models the linkages between the different asset
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classes during the crisis. Kaminsky and Reinhart (2001) consider coincidence in dates of the
greatest movements and of shocks in univariate conditional volatility estimates, somewhat similar
in idea to the co-exceedances of Bae, Karolyi, and Stulz (2003).

There is a rich empirical finance literature modeling the interactions of several markets
jointly. For example, Bekaert and Hodrick (1992) consider the common and idiosyncratic factors
determining equity and currency markets in a modeling framework related to that used in Dungey,
Fry, González-Hermosillo, and Martin (2002b). In the context of modeling contagion, McKibbin
and Martin (1998) emphasize the importance of studying the linkages across markets of different
classes of assets as they argue that the East Asian crisis originated in the equity markets and then
transmitted to currency markets. However, there is very little empirical literature that identifies
and tests these additional linkages. Some exceptions are Granger, Huang, and Yang (2000);
Kaminsky and Reinhart (2001); Fang and Miller (2002); and Dungey and Martin (2001). Granger,
Huang, and Yang conduct Granger causality tests across pairs of assets and borders and find
that evidence of dual causality. Kaminsky and Reinhart find a relatively large component of
variance in overnight interest rates, stock returns, exchange rate changes, and bond spreads can be
attributed to an initial principal component across a wide sample of countries in 1997-1999. Fang
and Miller (2002) use a bivariate GARCH model to examine the effects of currency depreciation
on equity market returns in East Asia, and Dungey and Martin find evidence of contagion from
equity to currency markets in the East Asian crisis.

Another approach for modeling the strength of the interactions between markets is to
determine if financial assets are priced using the same stochastic discount factor. If markets are
indeed integrated, the stochastic discount factor imposes a set of no-arbitrage contraints on the
model in the form of cross-equation restrictions, which are consistent with all financial assets and
across all sample periods. Flood and Rose (2003) adopt this approach; although their application
focuses on individual equities during financial crises, it could be expanded to include a broader
range of assets. As with the previous models discussed, the results are conditioned on a number
of factors: Flood and Rose choose observable factors.

Some of the difficulties in modeling transmission across financial assets include controlling
for different time zone issues, data frequency, and volatility structures across both country and
asset types. This could potentially increase the complexity of the modeling problem and result in
issues of dimension; these issues are discussed in an earlier version of this paper.26

VII. CONCLUSIONS

Thi s paper has revi ewed the literature on test s for the pr esence and c haract eri st ics
of contagion i n financial marke ts. Using an overar ching framewo rk of a latent factor model,
similar to that proposed in the finance literature, the different test methodologies are shown
to be r elated. I n essence each method is shown t o be a test on a particular parameter 
rega rdi ng t he t r ansmi ss io n of a shock from one country or market to another—the parameter

26The earlier version is available at http://rspas.anu.edu.au/economics/staff/dungey/. The present
paper contains the technical material from the previous version.

http://rspas.anu.edu.au/economics/staff/dungey/
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γ in the exposition of this paper.

The five tests of contagion specifically considered in the paper were, first, the latent
factor framework developed by the current authors, and similar to that of Corsetti, Pericoli, and
Sbracia (2001) and Bekaert, Harvey, and Ng (2003) in which testing for contagion is a test on
the parameter γ. Second, the relatively popular correlation approach associated with Forbes and
Rigobon (2002) was also shown to be a test on the parameter γ within the latent factor framework.
Third, the test of Favero and Giavazzi (2002), based on using a VAR to identify unusual events and
then testing the potential transmission of these events in a structural framework, was transformed
to be a reorganization of the latent factor model and the contagion test consistent with a test on
the parameter γ. Fourth, the probability-based framework of Eichengreen, Rose, and Wyplosz
(1995,1996), which tests for contagion as a non-zero probability of associating foreign crises with
a domestic crisis, was shown to have a similar form in the latent factor model to the previous test,
but with alternate conditioning information. Finally, the extreme returns test of Bae, Karolyi, and
Stulz (2003) is a further refinement of the Eichengreen, Rose and Wyplosz framework, and hence
can be similarly cast in a latent factor model and expressed as a test on the parameter γ.

While the paper has drawn together many of the existing empirical methods to identify
contagion, some questions remain t o be addressed. In a companion paper to this one, Dungey, 
Fry, González-Hermosillo, and Martin (2004) look at issues raised by time zones, data
frequency, missing observations, and endogenous definitions of crisis periods. In addition, issues
associated with the practical implementation of the tests described here are discussed. Many other
areas remain to be explored; for example, the small sample properties of the tests outlined here,
and their performance in detecting contagion across a range of financial crises.
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