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## I. Introduction

"The most important distinguishing characteristic of inflation target regimes is the emphasis they place on transparency and accountability."
-Mervyn King, 1997

The above comment by Mervyn King, then Deputy Governor and now Governor of the Bank of England, represents the majority view among policymakers and economists over the transparency-enhancing effects of inflation targeting (IT). However, few studies up till now have investigated whether IT confers these benefits, and those that have done have tended to focus on subjective or qualitative measures of transparency or on a relatively narrow set of countries. This study attempts to fill this gap.

As befits a discussion of transparency, let us first be transparent about what we take the term to mean. Following Geraats (2002), transparency is defined for the purposes of this paper as "the removal of information asymmetries." Geraats catalogues five areas of monetary policymaking where transparency could effect outcomes: the central bank's objectives and its institutional relationship with the rest of government, the publication of data and forecasts, internal decisionmaking, communication and explanation of policy changes and details of the implementation of policy; these in turn give rise to five elements of transparency (political, economic, procedural, policy and operational). The introduction of IT is widely held to increase political transparency, by forcing the central bank to specify both the variable that it is targeting (some measure of consumer price inflation) and a precise numerical target for the targeted variable, as well as - in many cases - delineating more clearly the division of responsibilities between the bank and the political authorities (King, 1997; Eijffinger and Geraats, 2006). The communication strategy accompanying the targeting regime typically includes enhanced policy analysis, more openness about internal policy deliberations and greater explanation of policy decisions, resulting in enhanced procedural, policy, and operational transparency (Berg, 2005). Finally, this communication strategy usually involves a more explicit and public discussion of the forecasts underlying policy decisions, including attendant risks and underlying assumptions, which tends to increase economic transparency (Roger and Stone, 2005).

The ultimate goals of enhanced transparency, albeit ones that are difficult to quantify, are to increase the effectiveness of monetary policy and to make otherwise independent institutions more democratically accountable (Blinder and others, 2001). A narrower benefit of enhanced transparency is that, with a fuller understanding of the central bank's objectives and decision-making procedures and access to the central bank's forecasts and analysis, the private sector's forecasts of variables over which the central bank has some influence should become more accurate. The current paper's objective is to assess whether this specific and clearly measurable benefit of IT exists: the paper tests the joint hypothesis that (a) transparency improves the accuracy of private sector forecasts and (b) IT enhances transparency.

Both hypotheses seem plausible ex ante, and the balance of the theoretical literature is in their favor. Geraats (2002) and Carpenter (2004) provide surveys of the existing literature
on hypothesis (a), regarding the potential benefits of greater transparency. Early theoretical contributions (of which Cukierman and Meltzer, 1986, is the most widely cited) generally adopt the Barro-Gordon (1983) or Kydland-Prescott (1977) model in which the authorities are able to temporarily boost output by creating unanticipated monetary expansions, at the potential cost of imparting an inflationary bias to policymaking. In this environment, greater transparency can reduce the inflation bias, but it can also limit the central bank's ability to offset output surprises. This cost of transparency generally requires the existence of some distortion (in addition to the information assymetry between the policymaker and the private sector). Later contributions have tended to downplay the ability of the central bank to offset these distortions, stressing instead the primacy of long-term policy goals (particularly price stability), which can be better achieved if the policymaker enjoys credibity. King (1997) echoes other authors in arguing that enhanced transparency helps to achieve this.

For the current paper, a key contribution to this debate is that of Morris and Shin (2002; hereafter, MS), who dissent from the apparent consensus concerning the benefits of greater transparency. Specifically, if the private sector attempts to second-guess itself in the manner of Keynes's (1936) "beauty contest," then public information, acting as a focal point for "beliefs about beliefs," can crowd out high-quality private information and make private sector forecasts more variable, not less. ${ }^{2}$ As outlined in Appendix I, they show that (i) enhanced transparency is most likely to benefit forecasters whose own forecasts are less accurate, while (ii) the best forecasters can, in principle, be harmed by more transparent public information.

To capture these predictions in a simple framework, the effect of enhanced transparency on forecast errors $V$ can be thought of as the sum of two effects: a constant effect for all forecasters (irrespective of forecasting ability), and an interaction effect that falls with forecast accuracy. Proxying for (the inverse of) forecasters' ability using the initial forecast error $V_{0}$, then the effect of better public information on forecast accuracy can be modeled as:

$$
\begin{equation*}
\Delta V=b_{0}-b_{1} V_{0} \tag{1}
\end{equation*}
$$

MS's prediction (i) corresponds to the hypothesis that $-b_{1}<0$ (the worst forecasters -those with higher initial forecast errors - experience the greatest improvement in forecast accuracy) while prediction (ii) corresponds to the hypothesis that $b_{0}>0$ (the best forecasters-those with $V_{0} \longrightarrow 0$-see their forecast errors increase when public information improves). Section II outlines a simple signal extraction model (a special case of MS with the weight on the beauty contest motivation set at zero) in which equation (1) is explicitly derived. While $-b_{1}<0$ is consistent with the simple model, $b_{0}>0$ is particular to MS and relies on some additional parameter restrictions as outlined in Appendix I. Both hypotheses are tested in section III in the context of IT adoption, and therefore shed some light on whether MS's concerns over transparency are likely to hold. To preview the results, there is strong evidence for the first hypothesis but no evidence for the second, suggesting that

[^1]while IT enhances transparency and is particularly helpful for those with poor private information, it is unlikely to harm those whose private signals are already precise.

Chortareas, Stasavage, and Sterne (2002) present some empirical evidence relating to these questions. They find that greater transparency, in the form of more public prominence for the central bank's forecasts, is associated with lower inflation in a diverse cross-section of countries. This result perhaps speaks more to the credibility benefits of transparency rather than directly to the benefits in terms of more accurate private sector forecasts. ${ }^{3}$ As MS argue, greater transparency over forecasts is most beneficial when the central bank's forecast is more accurate than those of the private sector. Romer and Romer (2000) analyze whether unpublished central bank forecasts (specifically, by the Federal Reserve) are actually superior to the professional forecasts of the private sector, and they find persuasive evidence that this is the case. In fact, the Fed's unpublished forecasts are so good that if the private sector forecasters had access to them they would place no weight on their own forecasts. ${ }^{4}$ This points to significant potential benefits to greater transparency by the Fed, although the authors note that if the forecasts were published (and expected to be published), they might become less accurate.

Cross-country comparison studies have tended to criticize the Fed for lagging behind in the general movement toward greater transparency. For instance, Eijffinger and Geraats (2006) note that the Fed's political transparency is weaker than that of comparable institutions (particularly inflation targeters). However, they note that its policy transparency compares favorably with IT institutions. Swanson (2004) provides some evidence in support of this: financial market forecasts of policy interest rates in the United States have improved markedly over time, in step with transparency-enhancing changes to the Fed's communications strategy and policymaking. ${ }^{5}$

Opinion on hypothesis (b) is less divided. Most commentators agree that a key characteristic of IT regimes (for many, the key difference) is their greater degree of transparency (Bernanke and others (1999); Faust and Henderson (2004); King (1997); Mishkin and Schmidt-Hebbel (2001); Svensson (1999)). Svensson's contention, mirroring Mervyn King's sentiments, that "inflation targeting regimes are characterized by a high

[^2]degree of transparency and accountability" is representative of the received wisdom. ${ }^{6}$ This academic consensus also seems to be reflected in press accounts of market sentiment. One potential transparency benefit of IT is that it depersonalizes monetary policy. Because IT is more transparent about the intentions or goals of policy, the private sector understands that the central bank's objectives do not depend on the preferences of the central bank's management, and as a result is less spooked by the appointment of new senior officials (King, 1997). And because actions and forecasts are also more transparent, the private sector can more easily verify that policy does indeed reflect institutional, not personal, preferences (Svensson, 1999). It is noticable from press discussions of personnel changes that the focus on individual preferences and character does seem more pronounced for those central banks, such as the Fed, that have not adopted IT. ${ }^{7}$

Ultimately, whether IT enhances transparency is an empirical question, and here evidence is rather limited. Eijffinger and Geraats (2006) attempt to quantify central bank transparency by analyzing the monetary authorities' relationship with the political authorities and how policy is formulated and communicated. Their analysis of nine major central banks concludes that "the most transparent central banks ... are all inflation targeters." Roger and Stone (2005), who measure transparency according to central banks' adherence to the IMF's Code of Monetary and Financial Policy Transparency, come to the same conclusion. The validity of these results relies on the suitability of the subjective transparency measure employed: as with any subjective index, there is a risk of tautological reasoning biasing the results toward finding an effect.

Several papers have investigated the behavior of inflation under IT (Ball and Sheridan, 2004; Kuttner and Posen, 1999; Petursson, 2004; Vega and Winkelried, 2005) with mixed results; a related question, and one that is more interesting in the current context, is IT's effect on inflation expectations. Gurkaynak, Levin, and Swanson (2005) use bond yields in the United Kingdom, Sweden and the United States to back out expected inflation and infer the effects of the introduction of IT in the two former countries. They find that IT

[^3]makes long-term inflation expectations less responsive to economic "news", suggesting that IT helps to anchor long-term inflation expectations. This effect cannot be ascribed necessarily to greater transparency under IT: enhanced credibility-distinct from but related to transparency - may be the explanation. Corbo, Landerretche and Schmidt-Hebbel (2001) analyze model-derived inflation forecasts for a range of advanced and emerging market economies, and find a drop in forecast errors among countries that adopt IT, although the fall seems to predate the adoption of IT in many cases and may reflect other changes to the policy environment. Johnson (2002) comes closest to the current paper in terms of research question and methodology. He tests the credibility and transparency effects of IT, using similar data on private sector inflation forecasts, in a panel of eleven industrial countries including five inflation targeters. He finds some evidence for credibility benefits of IT (expected inflation falls more in the targeters than the non-targeters) but no evidence for transparency benefits (neither the forecasts' variability nor their absolute error are reduced by IT). This suggests that MS's concerns may be relevant, although this result may also be due do methodological difficulties, as discussed in section III.

Section II outlines a simple signal extraction model with public and private information to motivate the discussion and provide some predictions This model is a special case of MS-Appendix I provides a brief summary of the main predictions in the context of the more complex MS model. Section III desribes the empirical strategy, the data used and the main results - there is a more detailed description of the matching methodology employed in Appendix II. Section IV offers conclusions.

## II. Theoretical Framework

I motivate the empirical analysis via a simple signal extraction model. ${ }^{8}$ Agents ("forecasters") seek to minimize the squared error of their inflation forecast $f_{i}$ around the actual inflation rate $\pi$ (so that the marginal disutility of the forecast error increases with the magnitude of the error):

$$
\begin{equation*}
u_{i}\left(f_{i}, \pi\right) \equiv-\left(f_{i}-\pi\right)^{2} \tag{2}
\end{equation*}
$$

The private sector agents observe the central bank's public signal (a combination of its public forecasts, statements and analysis), $\pi_{C}$, and also observe their own private signal $\pi_{i}$. Each signal is noisy:

$$
\begin{align*}
\pi_{C} & =\pi+\eta  \tag{3}\\
\pi_{i} & =\pi+\varepsilon
\end{align*}
$$

[^4]and the precision of the public and private signals is denoted, respectively, as:
\[

$$
\begin{align*}
\alpha & =\frac{1}{\sigma_{\eta}^{2}}  \tag{4}\\
\beta & =\frac{1}{\sigma_{\varepsilon}^{2}}
\end{align*}
$$
\]

Agents therefore optimally weight the two signals according to their relative precision:

$$
\begin{equation*}
f_{i}^{*}=\frac{\alpha \pi_{C}+\beta \pi_{i}}{\alpha+\beta} \tag{5}
\end{equation*}
$$

Then the expected mean square forecast error (a measure of the forecast inaccuracy) is given by:

$$
\begin{equation*}
\widetilde{V} \equiv E\left[\left(f_{i}-\pi\right)^{2}\right]=\frac{1}{(\alpha+\beta)} \tag{6}
\end{equation*}
$$

I introduce some identifying assumptions: (a) that the precision of the private signals is constant, for each forecaster $i$, over time; and (b) and that the precision of the public signal depends only on some country-specific factor and whether the central bank of country $j$ has adopted inflation targeting $(I T=\{0,1\})$ :

$$
\begin{align*}
\alpha_{t}^{j} & =\alpha^{j}(I T)  \tag{7}\\
\beta_{t}^{i} & =\beta^{i}
\end{align*}
$$

Hence the statement that IT improves transparency is equivalent to the condition that $\alpha^{j}(1)>\alpha^{j}(0)$. The forecast error for a typical forecaster in a non-IT $(I T=0)$ central bank is then given by:

$$
\begin{equation*}
\left(\widetilde{V}^{i j} \mid I T=0\right) \equiv \widetilde{V}_{0}^{i j}=\frac{1}{\left(\alpha^{j}(0)+\beta^{i}\right)} \tag{8}
\end{equation*}
$$

and hence:

$$
\begin{align*}
\frac{\partial}{\partial \alpha^{j}} \widetilde{V}^{i j} & =-\frac{1}{\left(\alpha^{j}(0)+\beta\right)^{2}}=-\left(\widetilde{V}_{0}^{i j}\right)^{2}<0  \tag{9}\\
\frac{\partial^{2} \widetilde{V} i j}{\partial \alpha^{j} \partial \widetilde{V}_{0}^{i j}} & =-2 \widetilde{V}_{0}^{i j}<0 \tag{10}
\end{align*}
$$

Linearizing the interaction effect around $V_{0}^{i j}$ then gives the following approximation for the effect of IT on forecast errors:

$$
\begin{align*}
\Delta \widetilde{V}^{i j} & \equiv \widetilde{V}_{1}^{i j}-\widetilde{V}_{0}^{i j} \simeq b_{0}-b_{1} \widetilde{V}_{0}^{i j}  \tag{11}\\
-b_{1} & <0
\end{align*}
$$

This formulation suggests the use of a "difference-in-difference" approach: that is, comparing the behavior of forecasts, across forecasters, in countries that adopted IT (the "treatment" group) with the behavior of forecasters in similar countries that did not adopt IT (the "control" group). The next section presents the empirical strategy.

## III. Empirical Strategy and Results

## A. Data and Methodology

Before taking equation (11) to the data, I provide a description of the data itself, since the nature and availability of data largely dictate the choice of empirical strategy. I use the Consensus Forecasts dataset, which comprises a panel of private sector "current year" and "next year" forecasts of several key macroeconomic variables. For this study I focus on the forecasts of inflation, since it is for inflation expectations that IT's transparency benefits are usually held to be strongest. The country coverage expands over time, from a small number of industrial countries at the end of 1989 to a large cross-section of industrial and emerging market economies by 2005. Some countries that adopted IT were not in the sample at the time of adoption (even if they later joined the sample). ${ }^{9}$ For our purposes, eleven IT-adoption episodes are covered by the dataset: four industrial countries (Australia, Canada, Norway, and the United Kingdom) and seven emerging markets (Brazil, Chile, Colombia, Korea, Mexico, Peru, and Thailand). I date the adoption of IT to a specific month and year from Roger and Stone (2005), which seems, for most countries, to represent a broad consensus view. ${ }^{10}$

For our purposes the "next year" forecasts are most useful (Johnson, 2002, who uses the same data for some of the analysis, makes the same decision: the "current year" forecasts tend to vary little across forecasters, particularly toward the end of the year, for obvious reasons). ${ }^{11}$ For each country there is a panel of forecasters whose composition changes somewhat over time as individual forecasters enter or drop out of the survey. Forecasts are monthly or, for some countries, bimonthly. In order to control for composition effects and exploit within-country variation in forecaster quality (to test the interaction effect captured by the parameter $b_{1}$ ), I focus on individual forecasters. ${ }^{12}$ I identify a 24 -month window spread equally either side of the adoption of IT: it makes sense to focus on a relatively narrow window to exploit the monthly nature of the data and identify more sharply the effect of IT. ${ }^{13}$ Then I use the average (per-forecaster) absolute forecast error (the absolute difference between the "next year" inflation forecast and actual (annual) inflation next year, taken from the IMF's International Financial Statistics) in the "before" and "after" portions of the window as proxies for $\widetilde{V}_{0}^{i j}$ and $\widetilde{V}_{1}^{i j}$, respectively. To borrow the terminology from incidence analysis, the 166 forecasters for whom we have "before" and "after" data in

[^5]the window around IT's adoption, in the 11 countries that adopt IT, form our "treatment" group.

It is important to recognize that $V^{i j}$, our empirical counterpart for $\widetilde{V}^{i j}$, will be contaminated by idiosyncratic time-varying shocks to forecasters' accuracy as well as by classical measurement error. If we capture these shocks by the linear error term $e_{t}^{i j}$, then the empirical counterpart of equation (11) is given by:

$$
\Delta V^{i j} \equiv V_{1}^{i j}-V_{0}^{i j}=\left\{\begin{array}{c}
b_{0}-b_{10}^{i j} V^{i j}+\Delta e_{t}^{i j} \mid I T=1  \tag{12}\\
\Delta e_{t}^{i j} \mid I T=0
\end{array}\right.
$$

To test equation (12) I estimate the following regression:

$$
\begin{equation*}
\Delta V^{i j}=b_{0}+b_{0 T} D_{T}^{i j}-V_{0}^{i j}\left(b_{1}+b_{1 T} D_{T}^{i j}\right)+u^{i j} \tag{13}
\end{equation*}
$$

where $D_{T}$ is a dummy variables for the "treatment" (IT adoption).
From equation (12), the error term $u^{i j}$ will include the change in the ideosyncratic shocks to forecast accuracy, $\Delta e^{i j}$. Since $\Delta e^{i j} \equiv e_{1}^{i j}-e_{0}^{i j}$ and $V_{0}^{i j}=\frac{1}{\left(\alpha^{j}(0)+\beta^{i}\right)}+e_{0}^{i j}$, then $\operatorname{cov}\left(V_{0}^{i j}, \Delta V^{i j}\right)<0$ : the data will exhibit mean reversion. Among the worst forecasters in period 0 will be those whose forecasts in that period were particularly poor quality, compared with their average performance, and these forecasters will naturally experience an improvement in their performance in period 1. Furthermore, $\operatorname{cov}\left(V_{0}^{i j}, u^{i j}\right)<0$, so that the estimate of the coefficient on $V_{0}^{i j}$ will be negatively biased. I include the term $-b_{1} V_{0}^{i j}$ to control for mean reversion, which should remove any bias from our estimate of the effect of IT itself (captured by the term $-b_{1 T} D_{T} V_{0}^{i j}$ ). This strategy mimics that of Ball and Sheridan (2004). I test the model via ordinary least squares (OLS) estimation of equation (13).

However, this solution is at best a partial one. The econometric problem posed by mean reversion is endogeneity: i.e., correlation between one of the regressors $\left(V_{0}^{i j}\right)$ and the error term. A superior solution is therefore offered by adopting an instrumental variables (IV) estimation procedure. Potential instruments should be correlated with the "fundamental" component of forecaster ability $\left(\frac{1}{\left(\alpha^{j}(0)+\beta^{i}\right)}\right)$ but uncorrelated with the transient shocks to forecast accuracy $e_{0}^{i j}$ that are generating the endogeneity problem.

I identify two such instruments for $V_{0}^{i j}$. The first instrument $V_{0, g}^{i j}$ is the direct counterpart of $V_{0}^{i j}$, but relating to forecasters' estimate of GDP growth rather than inflation. ${ }^{14}$ Assuming that ideosyncratic shocks to forecast accuracy for inflation and GDP growth are orthogonal but that forecasters' fundamental ability is reflected in the accuracy of both forecasts, then

[^6]this should fulfill the relevancy and exogeneity requirements of a "good" instrument. ${ }^{15}$
The second instrument is based on the observation that higher inflation also tends to be more variable, and hence likely to be harder to forecast. Specifically, I use the expected inflation rate for the one-year period prior to the IT adoption date, $f^{i j}$. Using expected rather than actual inflation eliminates the impact of unexpected inflationary shocks that are likely to be correlated with the transient component of forecast errors. ${ }^{16}$

These two variables $\left\{V_{0, g}^{i j}, f^{i j}\right\}$ constitute suitable instruments for $V_{0}^{i j}$. Then, since the "treatment" dummy $D_{T}$ is assumed exogenous (conditional on the matching of a control group of observations with the treatment observations as described below), suitable instruments for $D_{T} V_{0}^{i j}$ are $\left\{D_{T} V_{0, g}^{i j}, D_{T} f_{i}\right\}$.

## B. Matching Treatment and Control Groups

As emphasized by Besley and Case (2000), "the quality of difference-in-differences estimation is crucially dependent on the quality of the control group chosen." I match forecasters in IT adoption countries with a group of control observations, drawn from the pool of forecasters in countries that did not adopt IT during the same 24-month period (or the following 12 -month period) and which had not adopted IT previously. ${ }^{17}$

The purpose of matching is to eliminate selection bias (due to systematic differences between the treated and untreated observations in the sample). Propensity score matching is a form of matching on observables: the propensity score (estimated probability of being selected into the treatment group) is estimated by running a probit regression on a selection of observable characteristics. Since the observation unit in our dataset is the individual forecaster, forecasters' characteristics are used to estimate the propensity score. This is not to say that the decision to adopt IT is dependent, in a causal sense, on forecaster behavior prior to its adoption. Rather, there may be some third factors (e.g. a crisis prior to the change of monetary policymaking regime) so that prior forecaster behavior differed between countries that adopted or did not adopt IT, biasing the measured impact of IT adoption on subsequent forecast accuracy.

I use eight variables to calculate the propensity score: mean absolute forecast errors for output and inflation in the 12 -month period (period 0) up to IT adoption $\left\{V_{0, g}^{i j} ; V_{0}^{i j}\right\}$, the change in these variables from the previous 12 -month period (period -1 ) to this period $\left\{\Delta V_{-1, g}^{i j} ; \Delta V_{-1}^{i j}\right\}$; and similar variables for the forecast level of these variables

[^7]$\left\{f_{0, g}^{i j} ; f_{0}^{i j} ; \Delta f_{-1, g}^{i j} ; \Delta f_{-1}^{i j}\right\}$. Figure 1 shows the distribution of the propensity score within the treatment group and the three control groups (the latter generated according to the methodology outlined in the following paragraphs), confirming that the treatment and control samples are similar in terms of prior characteristics as measured by the propensity score. ${ }^{18}$

Figure 1. Distribution of Propensity Score in Treatment and Control Groups


For robustness, I choose three different matching methods. The first chooses the best available control with replacement (so that a single control can appear multiple times as the best match for several of the treated group). This is our preferred method because it identifies the best control for each of the treated observations, regardless of whether the control has already been matched with another observation. The second method is one-to-one matching: treatment observations are matched with the best available match (according to the propensity score) from controls that have not already been matched. One-to-one matching requires that controls are drawn without replacement; it is also particularly important that in this case the data ordering has been randomized. This method has the advantage of simplicity.

[^8]Under these two methods the set of controls for the treated group from a particular country will typically be drawn from several countries. This leads to a very obvious difference between the controls and the treated, since the latter are, for each IT adoption episode, drawn from a single country. This difference could bias the results. Hence, the third method adopts the following two step matching procedure. First, following our preferred method, the best matches are drawn (with replacement) from the full set of available matches. The country providing the highest number of matches (including repeated controls) is then selected for resampling (when countries tie as in one case in our sample - where two countries are tied - all are selected). Controls are then selected from this limited set of observations according to the propensity score (matching with replacement).

Appendix II provides a full account of the matching algorithms used in the paper. Table 1 provides summary statistics (means with standard deviations in parentheses) for the treatment and three control groups. The three samples of treatment and control groups are detailed in Table 2.

Table 1. Descriptive Statistics (frequency weighted)

|  | Group | Treatment | Control 1 | Control 2 | Control 3 |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | $V_{0}^{i j}$ | 2.14 | 2.93 | 3.14 | 3.78 |
|  |  | $(1.58)$ | $(4.09)$ | $(4.35)$ | $(5.06)$ |
|  | $\Delta V^{i j}$ | -.934 | .237 | .0697 | -.0465 |
|  | $(1.45)$ | $(3.15)$ | $(3.54)$ | $(4.04)$ |  |
| Observations: | Unweighted | 166 | 109 | 166 | 86 |
|  | Weighted | 166 | 166 | 166 | 166 |

## C. Results

The results of estimating equation (13) are presented in Table 3. Panels A-C present results for the three matching methods (1-3 respectively). Model I suppresses the interaction effect, measuring only the levels (or unconditional) effect of IT adoption on forecast errors. Model II estimates the full equation using OLS. Model III uses the IV strategy (two-stage least squares, 2SLS). Since advanced as well as emerging market economies are included in the sample a dummy for advanced countries is included in each specification. ${ }^{19}$

[^9]Table 2. Sample Country Coverage (Unweighted Observations)

| PANEL A: Control Group 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Targeter <br> Date | Australia Apr-93 | $\begin{aligned} & \hline \text { Brazil } \\ & \text { Jun-99 } \end{aligned}$ | Canada <br> Feb-91 | $\begin{gathered} \hline \text { Chile } \\ \text { Sep-99 } \end{gathered}$ | $\begin{gathered} \hline \text { Colombia } \\ \text { Sep-99 } \\ \hline \end{gathered}$ | $\begin{aligned} & \text { Korea } \\ & \text { Jan-01 } \end{aligned}$ | Mexico Jan-01 | Norway <br> Mar-01 | $\begin{gathered} \text { Peru } \\ \text { Jan-02 } \end{gathered}$ | Thailand May-00 | $\begin{aligned} & \text { United Kingdom } \\ & \text { Oct-92 } \end{aligned}$ | Total |
| Total | 25 | 25 | 31 | 19 | 16 | 24 | 30 | 18 | 20 | 19 | 48 | 275 |
| Treatment | 14 | 14 | 18 | 13 | 10 | 15 | 17 | 10 | 11 | 11 | 33 | 166 |
| Controls | 11 | 11 | 13 | 6 | 6 | 9 | 13 | 8 | 9 | 8 | 15 | 109 |
| Argentina |  | 1 |  |  |  |  |  |  |  |  |  | 1 |
| France | 2 | 2 |  |  |  |  |  | 1 | 1 | 1 | 1 | 8 |
| Germany | 6 |  |  | 1 |  |  |  |  | 1 | 1 |  | 9 |
| Hong Kong SAR |  | 1 |  |  |  |  |  | , |  |  |  | 3 |
| India |  | 2 |  |  |  | 3 | 6 | 1 |  |  |  | 12 |
| Indonesia |  |  |  |  |  | 1 |  | 1 |  | 1 |  | 3 |
| Italy | 3 |  |  |  |  |  |  |  |  |  | 2 | 5 |
| Japan |  | 1 |  |  |  |  | 1 |  |  |  |  | 2 |
| Malaysia |  | 2 |  | 2 | 1 |  |  |  |  |  |  | 5 |
| Netherlands |  |  |  |  |  |  |  |  |  | 1 |  | 1 |
| Singapore |  | 1 |  |  |  |  |  |  | 1 | 1 |  | 3 |
| Spain |  |  |  |  | 1 |  | 2 | 2 | 1 |  |  | 6 |
| Switzerland |  |  |  |  |  |  | 1 |  |  |  |  | 1 |
| United States |  | 1 | 13 |  |  |  |  |  | 5 | 3 | 12 | 34 |
| Venezuela |  |  |  | 3 | 4 | 4 | 3 | 2 |  |  |  | 16 |

Table 2 (continued). Sample Country Coverage (Unweighted Observations)

| PANEL B: Control Group 2 |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Targeter Date | Australia Apr-93 | $\begin{gathered} \hline \text { Brazil } \\ \text { Jun-99 } \\ \hline \end{gathered}$ | Canada <br> Feb-91 | Chile Sep-99 | Colombia Sep-99 | Korea Jan-01 | Mexico <br> Jan-01 | Norway Mar-01 | $\begin{gathered} \hline \text { Peru } \\ \text { Jan-02 } \end{gathered}$ | Thailand May-00 | United Kingdom Oct-92 | Total |
| Total | 28 | 28 | 36 | 26 | 20 | 30 | 34 | 20 | 22 | 22 | 66 | 332 |
| Treatment | 14 | 14 | 18 | 13 | 10 | 15 | 17 | 10 | 11 | 11 | 33 | 166 |
| Controls | 14 | 14 | 18 | 13 | 10 | 15 | 17 | 10 | 11 | 11 | 33 | 166 |
| Argentina |  | 1 |  |  |  |  |  |  |  |  |  | 1 |
| France | 2 | 2 |  |  |  |  |  | 1 | 1 | 2 | 1 | 9 |
| Germany | 8 |  |  | 1 |  |  |  |  | 1 | 2 | 1 | 13 |
| Hong Kong SAR |  | 1 |  |  |  | 1 | 1 | 1 |  |  |  | 4 |
| India |  | 4 |  |  |  | 4 | 7 | 1 |  | 1 |  | 17 |
| Indonesia |  |  |  |  |  | 4 |  | 1 |  | 1 |  | 6 |
| Italy | 3 |  |  |  |  |  |  |  |  |  | 8 | 11 |
| Japan | 1 | 1 |  |  |  |  | 1 |  |  |  |  | 3 |
| Malaysia |  | 2 |  | 3 | 2 |  |  |  |  |  |  | 7 |
| Netherlands |  |  |  |  |  |  |  |  |  | 1 |  | 1 |
| Singapore |  | 1 |  |  |  |  |  |  | 1 | 1 |  | 3 |
| Spain |  |  |  |  | 1 |  | 2 | 4 | 3 |  |  | 10 |
| Switzerland |  |  |  |  |  |  | 1 |  |  |  |  | 1 |
| United States |  | 1 | 18 |  |  |  |  |  | 5 | 3 | 23 | 50 |
| Venezuela |  | 1 |  | 9 | 7 | 6 | 5 | 2 |  |  |  | 30 |
| PANEL C: Control Group 3 |  |  |  |  |  |  |  |  |  |  |  |  |
| Targeter Date | Australia Apr-93 | $\begin{gathered} \hline \text { Brazil } \\ \text { Jun-99 } \\ \hline \end{gathered}$ | Canada <br> Feb-91 | Chile Sep-99 | Colombia Sep-99 | Korea Jan-01 | Mexico Jan-01 | Norway Mar-01 | $\begin{gathered} \text { Peru } \\ \text { Jan-02 } \end{gathered}$ | Thailand May-00 | United Kingdom Oct-92 | Total |
| Total | 22 | 21 | 31 | 17 | 16 | 23 | 26 | 15 | 17 | 19 | 45 | 252 |
| Treatment | 14 | 14 | 18 | 13 | 10 | 15 | 17 | 10 | 11 | 11 | 33 | 166 |
| Controls | 8 | 7 | 13 | 4 | 6 | 8 | 9 | 5 | 6 | 8 | 12 | 86 |
| France |  |  |  |  |  |  |  |  |  | 2 |  | 2 |
| Germany | 8 |  |  |  |  |  |  |  |  |  |  | 8 |
| India |  | 7 |  |  |  |  | 9 |  |  |  |  | 16 |
| Spain |  |  |  |  |  |  |  | 5 |  |  |  | 5 |
| United States |  |  | 13 |  |  |  |  |  | 6 | 6 | 12 | 37 |
| Venezuela |  |  |  | 4 | 6 | 8 |  |  |  |  |  | 18 |

Table 3. Regression Results

| $\Delta V^{i j}$ModelResiduals | I |  |  | II |  |  | III |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Levels | clustered | Interaction (OLS) |  |  | Interaction (2SLS) |  |  |
|  | iid | robust |  | iid | robust | clustered | iid | robust | clustered |
| Panel A: Nearest Neighbor Matching (with replacement) |  |  |  |  |  |  |  |  |  |
| IT | $-1.16^{\dagger \dagger \dagger}$ | $-1.16{ }^{\dagger \dagger \dagger}$ | -1.16* | . 200 | . 200 | . 200 | .831* | . $831^{\dagger \dagger \dagger}$ | .831** |
|  | (.272) | (.305) | (.666) | (.365) | (.245) | (.423) | (.460) | (.234) | (.421) |
| $I T \times V_{0}^{i j}$ |  |  |  | $-.153^{* * *}$ | -.153* | $-.153$ | . 0382 | . 0382 | . 0382 |
|  |  |  |  | (.0480) | (.0874) | (.124) | (.0538) | (.118) | (.231) |
|  |  |  |  | $-.752^{\dagger \dagger \dagger}$ | $-.752^{\dagger \dagger \dagger}$ | $-.752^{\dagger \dagger \dagger}$ | $-.944^{\dagger \dagger \dagger}$ | $-.944^{\dagger \dagger \dagger}$ | $-.944^{\dagger \dagger \dagger}$ |
|  |  |  |  | (.119) | (.0891) | (.154) | (.180) | (.119) | (.238) |
| $A d v$. | . 0742 | . 0742 | . 0742 | $-.803^{* * *}$ | $-.803^{* * *}$ | -. 803 | -. 306 | -. 306 | -. 306 |
|  | (.272) | (.316) | (.690) | (.288) | (.292) | (.528) | (.313) | (.239) | (.419) |
| Const. | . 193 | . 193 | . 193 | $1.16{ }^{\dagger \dagger \dagger}$ | 1.16*** | 1.16* | . 308 | . 308 | . 308 |
|  | (.250) | (.424) | (.864) | (.319) | (.415) | (.648) | (.347) | (.363) | (.611) |
| $F-$ stat | $9.49^{\dagger \dagger \dagger}$ | $23.0{ }^{\dagger \dagger \dagger}$ | 2.47 * | $22.6{ }^{\dagger \dagger \dagger}$ | $179^{\dagger \dagger \dagger}$ | $44.4{ }^{\dagger \dagger \dagger}$ | $12.2 \begin{aligned} & \text { ¢† }\end{aligned}$ | $101^{\dagger \dagger \dagger}$ | $22.8{ }^{\dagger \dagger \dagger}$ |
| $R^{2}$ | . 0545 | . 0545 | . 0545 | . 216 | . 216 | . 216 | . 193 | . 193 | . 193 |
| Panel B: One-for-One Nearest Neighbor Matching (without replacement) |  |  |  |  |  |  |  |  |  |
| $I T$ | $-.961^{\dagger \dagger \dagger}$ | $-.961^{* * *}$ | -.961 | -. 0653 | -. 0653 | -. 0653 | . 589 | .589** | . 589 |
|  | (.300) | (.336) | (.729) | (.397) | (.276) | (.489) | (.499) | (.291) | (.462) |
| $I T \times V_{0}^{i j}$ |  |  |  | $-.286^{\dagger \dagger \dagger}$ | $-.286^{\dagger \dagger \dagger}$ | $-.286^{* *}$ | -.0978* | -. 0978 | -. 0978 |
|  |  |  |  | (.0491) | (.0882) | (.112) | (.0547) | (.128) | (.211) |
|  |  |  |  | $-.637^{\dagger \dagger \dagger}$ | $-.637^{\dagger \dagger \dagger}$ | $-.637^{\dagger \dagger \dagger}$ | $-.820^{\dagger \dagger \dagger}$ | $-.820^{\dagger \dagger \dagger}$ | $-.820^{\dagger \dagger \dagger}$ |
|  |  |  |  | (.128) | (.0891) | (.152) | (.195) | (.126) | (.231) |
| $A d v$. | . 309 | . 309 | . 309 | -.973*** | $-.973^{* * *}$ | -. 973 | -. 448 | -. 448 | -. 448 |
|  | (.300) | (.347) | (.753) | (.313) | (.328) | (.619) | (.339) | (.297) | (.485) |
| Const. | $-.112$ | -. 112 | -. 112 | $1.54{ }^{\dagger \dagger \dagger}$ | $1.54{ }^{\dagger \dagger \dagger}$ | $1.54{ }^{* *}$ | .641* | . 641 | . 641 |
|  | (.275) | (.473) | (.979) | (.346) | (.470) | (.765) | (.376) | (.461) | (.675) |
| $F-$ stat | $6.24{ }^{* * *}$ | $23.0{ }^{\dagger \dagger \dagger}$ | 2.37 | $23.8{ }^{\dagger \dagger \dagger}$ | $170^{\dagger \dagger \dagger}$ | $39.7^{\dagger \dagger \dagger}$ | $9.17^{\dagger \dagger \dagger}$ | $97.4^{\dagger \dagger \dagger}$ | $20.0{ }^{\dagger \dagger \dagger}$ |
| $R^{2}$ | . 0366 | . 0366 | . 0366 | . 225 | . 225 | . 225 | . 210 | . 210 | . 210 |
| Panel C: "Best country" Nearest Neighbor Matching (with replacement) |  |  |  |  |  |  |  |  |  |
| IT | $-.827^{* *}$ | $-.827^{* *}$ | -.827 | $-.389$ | -. 389 | $-.389$ | . 472 | .472* | . 472 |
|  | (.335) | (.377) | (1.26) | (.440) | (.313) | (.947) | (.550) | (.267) | (.735) |
| $I T \times V_{0}^{i j}$ |  |  |  | $-.365^{\dagger \dagger \dagger}$ | $-.365^{\dagger \dagger \dagger}$ | -. $365^{* * *}$ | $-.163^{* * *}$ | $-.163^{*}$ | $-.163$ |
|  |  |  |  | (.0477) | (.0631) | (.107) | (.0526) | (.0891) | (.223) |
|  |  |  |  | $-.598^{\dagger \dagger \dagger}$ | $-.598^{\dagger \dagger \dagger}$ | $-.598^{* * *}$ | $-.800^{\dagger \dagger \dagger}$ | $-.800^{\dagger \dagger \dagger}$ | $-.800^{* * *}$ |
|  |  |  |  | (.139) | (.0705) | (.190) | (.215) | (.101) | (.284) |
| $A d v$. | . 453 | . 453 | . 453 | $-1.36{ }^{\dagger \dagger \dagger}$ | $-1.36{ }^{\dagger \dagger \dagger}$ | -1.36 | -. 634 | $-.634^{*}$ | -. 634 |
|  | (.336) | (.388) | (1.30) | (.354) | (.392) | (1.25) | (.387) | (.337) | (1.04) |
| Const. | $-.311$ | -. 311 | -. 311 | $2.13{ }^{\dagger \dagger \dagger}$ | $2.13{ }^{\dagger \dagger \dagger}$ | 2.13 | .938** | .938** | .938** |
|  | (.306) | (.535) | (1.80) | (.395) | (.548) | (1.66) | (.430) | (.479) | (1.41) |
| $F-$ stat | $4.47{ }^{* *}$ | $23.6{ }^{\dagger \dagger \dagger}$ | 2.22 | $26.6{ }^{\dagger \dagger \dagger}$ | $154^{\dagger \dagger \dagger}$ | $26.8{ }^{\dagger \dagger \dagger}$ | $8.57{ }^{\dagger \dagger \dagger}$ | $97.4^{\dagger \dagger \dagger}$ | $16.6^{\dagger \dagger \dagger}$ |
| $R^{2}$ | . 0265 | . 0265 | . 0265 | . 246 | . 246 | . 246 | . 223 | . 223 | . 223 |

For each model the table presents three sets of results with different standard errors (in parentheses). The first is derived from the standard OLS/2SLS residuals based on iid homoskedastic variance. The second drops the homoskedasticity assumption but maintains independence of the residuals (robust standard errors). The third, our preferred measure, clusters according to IT adoption episode (1-11) and within each episode by country, to control for non-independence of results across forecasters within each country (clustered standard errors). ${ }^{20}$

Bertrand, Dufflo, and Mullainathan (2004) have shown that difference in differences estimation with repeated observations within groups tends to consistently overstate the significance level attached to estimated treatment effects if the within-group correlation is ignored. They show that clustering (e.g., using the "cluster" option in Stata, as here) is a simple and effective means of eliminating this problem. The problem is likely to be particularly acute in our data since the observations from the same "group" (defined over episode and country) are based on forecasts of the same variable; hence clustering is particularly important in our case.

Table 3 provides extremely strong evidence for the conditional effect predicted by the model (columns II and III), but little evidence for an unconditional effect (column I). The coefficient $b_{1 T}$ estimated by OLS and presented in column II is between 0.6 (panel C) and 0.75 (panel A), which is quantitatively significant. Using the clustered standard errors to derive significance levels, the estimates are also highly statistically significant, at least at the $1 \%$ level (panel C) and generally at the $0.1 \%$ level (panels A and B). The IV results (column III) are even stronger: the point estimate for $b_{1 T}$ is between 0.8 and 0.94 and the statistical significance level is the same as with the OLS results. The point estimate derived using 2SLS is higher because the IV strategy succeeds in eliminating the mean reversion present in the OLS results: note that the IV estimate of $b_{1}$ is not significantly different from zero whereas the OLS estimate is highly significant as well as having a much higher point estimate. ${ }^{21}$ The unconditional effect presented in column I is not generally statistically significant although it carries a negative sign in all specifications.

Table 4 provides some robustness checks, replicating Table 3 for two placebo datasets (presenting clustered standard errors only). Columns I-III replicate Table 3 using data for IT adoption countries with the adoption window shifted to be 12 months earlier than in reality, and matching controls according to this placebo data. ${ }^{22}$ There is no statistically significant evidence for a conditional or unconditional "effect" of the placebo IT adoption variable. Columns IV-VI undertake the same exercise shifting the adoption window back 12 months. Again, there is no evidence of an "effect" from the placebo.

Note that since the sample size is greater than that for the genuine data in this latter

[^10]placebo experiment, but lower in the first placebo experiment, differences in data coverage seem unlikely to explain the difference between the genuine and the placebo regressions. Table 4 therefore provides strong evidence that the results in Table 3 are not due to chance or to country-specific factors relating to the treatment (IT adoption) group, but rather genuinely capture the conditional effect of IT adoption on forecast errors predicted by the model.

Table 5 provides additional robustness checks. Despite the use of propensity score matching to ensure broadly similar characteristics in treatment and control observations, the average prior forecast error is somewhat higher in the control group due to a number of particularly high observations (including some that are above the maximum value for this variable in the treatment group). There is no a priori reason why this would bias the results toward finding a (spurious) conditional effect of IT, particularly since greater variation in the control data might have been expected to lead to greater (or at least better estimated) mean reversion for these observations and hence bias the results away from finding greater covergence in the treatment group. However, to ensure that this is not driving the results in Table 3, Table 5 presents results for three trimmed samples in which some controls with high values for $V_{0}^{i j}$ have been dropped (again, clustered standard errors are presented).

In columns I-III the 5 percent of observations with the highest values for $V_{0}^{i j}$ (all controls) are dropped from the dataset. In columns IV-VI all controls with values for $V_{0}^{i j}$ above the maximum value for the treatment group (7.4) are dropped. Eliminating these controls has little substantial effect on the measured conditional effect of IT. The point estimate for $b_{1 T}$ is somewhat higher, if anything, but the significance level is broadly unchanged except for the OLS estimates (columns II and V) in panel C, where the estimated effect is no longer statistically significant. On the other hand, the IV estimates of $b_{1 T}$ (columns III and VI) are strengthened in terms of both point estimates and statistical significance. ${ }^{23}$ Finally, columns VII-IX present results with control observations from Venezuela dropped. This country accounts for the majority of outliers, both in terms of $V_{0}^{i j}$ and the dependent variable, $\Delta V^{i j}$. Dropping these observations reduces the point estimate on $b_{1 T}$ but the coefficient remains significantly different from zero except for that presented in panel C (columns VIII and IX). ${ }^{24}$

Overall, the results offer strong support for the conditional effect predicted by the model. There is little or no evidence of an unconditional effect, confirming the results of Johnson (2002).

[^11]Table 4. Placebo Regression Results


## IV. Conclusions

The issue of transparency has become central to discussions of central bank governance in academia and among policymakers. The consensus view of IT as a monetary policy framework is that it delivers enhanced transparency as a significant benefit. However, this is ultimately an empirical question, and little empirical work has, up to now, been conducted on the issue.

This paper outlines a simple signal-extraction model for analyzing these issues and derives a testable proposition: if IT enhances transparency in the manner assumed in the model,
then its introduction should promote convergence to lower forecast errors. In other words, forecast errors should decline under IT, proportionately to the forecasters' initial errors. This conditional result, derived from a micro-founded model of rational forecasters, is the correct prediction to take to the data.

I test this proposition using matched difference-in-differences, identifying a window around the adoption of IT in 11 countries and matching forecasters in these countries with their counterparts in similar countries that did not adopt IT via three different propensity score matching strategies. I find that convergence occurs in all countries, due to mean-reversion, but that the adoption of IT leads to greater convergence, as predicted by the model. This effect is largely robust to dropping subsets of controls. Moreover, the effect is absent when placebo regressions (with the timing of IT's adoption shifted by a year before or after the genuine date) are run. Finally, I am able to eliminate (non-IT-specific) mean reversion by instrumenting for the initial forecast accuracy. However, the estimated conditional effect of IT adoption is not eliminated by adopting this IV strategy: if anything, it is strengthened. I interpret these results as strong evidence that IT does indeed enhance transparency.

The significant conditional effect of $\operatorname{IT}\left(-b_{1 T}<0\right)$ is in the spirit of Morris and Shin's (2002) argument that better public information is most beneficial for private forecasters whose own information is bad. However, the levels effect $b_{0 T}$ is not significantly different from zero (when the interaction effect is included). Hence, there is no evidence that IT adoption can lead to higher forecast errors, even for the very best forecasters with initial forecast errors aready close to zero. Assuming that IT increases transparency, this finding goes against Morris and Shin's argument that better public information can make private forecasts less accurate, or at least suggests that the rather special conditions (e.g. restrictions on parameter values) necessary for this case to hold are absent for the forecasters in our sample.

Further research could use the same dataset and techniques to test whether IT enhances transparency with respect to other variables. Preliminary results for output growth suggest that IT adoption has little or no effect on forecaster behavior, perhaps unsurprisingly since the monetary authorities' control and forecasting advantage over real variables is likely far lower than for inflation. The results for inflation are perhaps most interesting in any case, since protecting the real value of money is typically the central bank's primary objective. Moreover, since inflation expectations play such a critical role in the monetary transmission mechanism, establishing some transparency benefits of IT in this area is probably of greatest interest to policymakers. In this regard, the results presented here constitute fairly compelling evidence for the transparency benefits of IT.
Table 5. Robustness Checks


## Appendix I. Comparative Statics in The Model of Morris and Shin (2002)

Morris and Shin's (2002) model of strategic behavior in response to public and private information is well suited to the task of modeling the private sector's forecasts given (a) competing public (central bank) and private information and (b) potential benefits from matching others' forecasts (the authors themselves have this specific example in mind, although the model applies more widely). The model's strategic component is a formalization of Keynes's (1936) famous "beauty contest" example, which Keynes proposed as a metaphor for financial market behavior. In Section II we present the model with strategic behavior eliminated-leading to a simpler model of optimal signal extraction. Here we present the model with the strategic component included to illustrate under what conditions the results discussed in Section II hold for the more complex model. The brief exposition below is simply a restatement of the model in its original setting, with the terminology modified to more explicitly match our narrower focus on forecasting inflation. ${ }^{25}$

A continuum of agents ("forecasters") are distributed on the unit interval. Their preferences from forecasting inflation $\pi$ depend on the accuracy of their forecast $f_{i}$ and the relative closeness of their forecast with respect to others' forecasts (the beauty contest element). ${ }^{26}$ Specifying the action profile (i.e., the vector of forecasts) over all agents as $\mathbf{f}$, the preferences of forecaster $i$ can be given as:

$$
\begin{equation*}
u_{i}(\mathbf{f}, \pi) \equiv(1-r)\left(f_{i}-\pi\right)^{2}-r\left(L_{i}-\bar{L}\right) \tag{14}
\end{equation*}
$$

where $r \in[0,1]$, a constant, denotes the relative weight placed on the "beauty contest" element and $L_{i}$ denotes the loss from differing from others' forecasts:

$$
\begin{aligned}
L_{i} & \equiv \int_{0}^{1}\left(f_{j}-f_{i}\right)^{2} d j \\
\bar{L} & \equiv \int_{0}^{1} L_{j} d j
\end{aligned}
$$

The private sector agents observe the central bank's public signal (a combination of its public forecasts, statements and analysis), $\pi_{C}$, and also observe their own private signal $\pi_{i}$. Each signal is noisy with precision (the inverse of the variance) denoted, respectively, as $\alpha$ and $\beta$ as in Section II.

Morris and Shin demonstrate that in the unique equilibrium agents weight the two signals according to their relative precision and the importance of the beauty contest element

[^12]compared with the importance of arriving at an accurate forecast: ${ }^{27}$
\[

$$
\begin{equation*}
f_{i}=\frac{\alpha \pi_{C}+\beta(1-r) \pi_{i}}{\alpha+\beta(1-r)} . \tag{15}
\end{equation*}
$$

\]

Then the expected mean square forecast error (a measure of the forecast inaccuracy) is given by:

$$
\begin{equation*}
E\left[\left(f_{i}-\pi\right)^{2}\right]=\frac{\alpha+\beta(1-r)^{2}}{(\alpha+\beta(1-r))^{2}} \tag{16}
\end{equation*}
$$

The private forecasts become more accurate (forecast error falls) as the public signals become more precise, if the beauty contest element is not too prominent $(r \leq 0.5)$ or, even if $r>0.5$, if the public information is relatively precise compared to the private information:

$$
\begin{align*}
\frac{\partial E\left[\left(f_{i}-\pi\right)^{2}\right]}{\partial \alpha} & =-\frac{\alpha-(2 r-1)(1-r) \beta}{(\alpha+\beta(1-r))^{3}}  \tag{17}\\
& \lessgtr 0 \text { as } \frac{\alpha}{\beta} \gtrless(2 r-1)(1-r)
\end{align*}
$$

Hence:

Prediction (i) For the worst forecasters ( $\beta<8 \alpha$ ), better public information always leads to reduced forecast errors;

Prediction (ii) When the beauty contest element is important ( $r \geq 0.5$ ), then enhanced transparency can lead to higher forecast errors for the best forecasters $\left(\beta>\frac{\alpha}{(2 r-1)(1-r)}\right)$.

More generally, differentiating the preceeding expression with respect to $\beta$ yields the following:

$$
\begin{align*}
\frac{\partial^{2} E\left[\left(f_{i}-\pi\right)^{2}\right]}{\partial \alpha \partial \beta} & =\frac{2(1-r)(\alpha(1+r)-(2 r-1)(1-r) \beta)}{(\alpha+\beta(1-r))^{4}}  \tag{18}\\
& \gtrless 0 \text { as } \frac{\alpha}{\beta} \gtrless \frac{(2 r-1)(1-r)}{(1+r)} .
\end{align*}
$$

The effect of transparency on forecast errors increases (i.e. falls in absolute terms since the effect is negative for low values of $\beta$ ) as the accuracy of the private signals $\beta$ increases,

[^13]again if the beauty contest element is not too prominent $(r \leq 0.5)$ or if the public information is relatively precise compared to the private information. This corresponds to the hypothesis $-b_{1}<0$ in Section II.

As Svensson (2006) has noted, realistic parameter values would imply that $\frac{\alpha}{\beta}>(2 r-1)(1-r) .{ }^{28}$ This would lead us to expect prediction (ii) to not hold in the data.

[^14]
## Appendix II. Matching Algorithms

For a general discussion of propensity score matching, including a comparison of matching with and without replacement, see Smith and Todd (2005). For all three matching algorithms, the first stage is to estimate the propensity score ( $p s$ ). The relevant sample is drawn, for the 11 IT adoption episodes for which we have data, from (a) the country that adopted IT in the particular episode (the treatment observations); and (b) all other countries in the dataset that did not adopt IT during the 24 -month window defining the episode or the subsequent 12-month period and had not adopted IT prior to this episode (the pool of potential controls). $p s$ is then estimated by running a probit regression with the eight right-hand-side variables described in Section III B
$\left\{V_{0, g}^{i j}, V_{0}^{i j}, \Delta V_{-1, g}^{i j}, \Delta V_{-1}^{i j}, f_{0, g}^{i j}, f_{0}^{i j}, \Delta f_{-1, g}^{i j}, \Delta f_{-1}^{i j}\right\}$ and taking the fitted probability. The total number of observations used to estimate $p s$ is 2,141. ${ }^{29}$ Matching is undertaken in Stata using the psmatch2 command (Leuven and Sianesi, 2003). In all cases (except the second step in the third algorithm) a common support in terms of $p s$ is required (treatment observations with a $p s$ value outside the support of $p s$ in the control group are dropped).

## Algorithm 1: nearest-neighbor matching (with replacement)

Observations are ordered randomly. For each treatment observation, the nearest neighbor (least absolute distance in terms of $p s$ ) drawn from within the same episode group is chosen as the control observation (if there is a tie, the first available observation is chosen). Matching is undertaken with replacement, so that some controls appear as repeated observations in the dataset (weighted according to frequency to give an effective dataset size of 332 ).

## Algorithm 2: one-to-one matching (without replacement)

As with Algorithm 1, except that matching is now undertaken without replacement, so that there is a unique correspondence between the 166 control and 166 treatment observations (once a match has been made, the control observation is removed from the pool of potential controls before the match for the next treatment observation is sought).

## Algorithm 3: nearest-neighbor matching (with replacement) from the "best" available country or countries only

Step 1 replicates algorithm 1.
Step 2: pick the "best" country as that with the highest number of (frequency weighted) matches in step 1. If there is a tie (as for one episode in our data) pick both countries. Now repeat the matching algorithm (again, matching with replacement according to $p s$ ), using only forecasters from these best countries as the pool of potential controls.

[^15]
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[^0]:    ${ }^{1}$ The author would like to thank, subject to the usual caveats, Paolo Mauro, Ellen Meade, Scott Roger, Philip Schellekens, Hyun Shin and participants at American University for comments on earlier drafts of the paper and Martin Minnoni for excellent research assistance.

[^1]:    ${ }^{2}$ Svensson (2006) shows that MS's result, that publishing central bank forecasts can make private sector forecasts more variable, relies on unlikely parameter values; in the more general case the central bank can publish and not be damned. This is discussed further in Appendix I.

[^2]:    ${ }^{3}$ The transparency measure is derived from self-reported information on central bank governance in a wide-ranging survey of central banks (Fry and others, 2000); to this extent it may be less contaminated by tautological reasoning than the transparency indices employed elsewhere (although additional biases may arise from using survey data).
    ${ }^{4}$ This is not to say that private sector forecasts are themselves bad: Ang, Bakaert, and Wai (2005) find that, in the United States, inflation forecasts from surveys (from both professional and nonprofessional forecasters) are better predictors of future inflation than model-based forecasts or implied forward inflation from financial market data.
    ${ }^{5}$ A related issue, particularly relevant to discussions of transparency at the Fed, is how the publication of voting records and policy discussion transcripts (with a delay) affects transparency and the incentives facing individual committee members (see Meade, 2006).

[^3]:    ${ }^{6}$ However, Friedman (2004) argues that IT in fact lacks transparency because it tends to be unclear what weight the central bank places on minimizing output variations (although it is not obvious that clarity is any greater under alternative policy regimes). Friedman's criticism, if valid, would lead one to question the view that IT enhances political transparency; the view that it enhances the four other aspects of transparency would seem still to hold. Moreover, a preliminary analysis of IT's effect on output growth forecasts suggests that IT adoption has little or no effect on forecast accuracy (results available from the author); this would tend to suggest that Friedman's concerns are unwarranted, since if the central bank put less effort into minimizing output fluctuations under IT, they would presumably become harder to forecast.
    ${ }^{7}$ As an example, consider market reaction to the appointment of a new Federal Reserve Chairman in 2006. It seems clear from news accounts of the transition that the change in personnel increased uncertainty for financial market participants in the absence of formal policy targets. Hence, the Wall Street Journal (January $30,2006)$ predicted that "bonds, and to a lesser extent stocks, likely will hit a patch of turbulence in coming weeks as markets try to figure out how much and which way the Federal Reserve's incoming chairman, Ben Bernanke, will prod the economy." Contrast this with a press account of the appointment of Alan Bollard as Governor of the Reserve Bank of New Zealand (RBNZ; the first central bank to formally adopt IT). The Dominion Post (August 23, 2002) analyzed the implications for policy of Dr. Bollard's appointment and of the concurrent decision over whether to extend the inflation targeting agreement between the RBNZ and the authorities, concluding that "the real key to the central bank's future attitude toward tackling inflation will be the new policy targets agreement."

[^4]:    ${ }^{8}$ Apendix I derives the relevant comparative statics results under MS's more general model of strategic behavior in response to public and private information. The analysis replicates that of MS, focusing more explicitly on the predictions most relevant for the current paper. The simple signal extraction model presented here is in fact a special case of MS with the strategic element shut off by setting their $r$ parameter to zero.

[^5]:    ${ }^{9}$ These include the Czech Republic, Hungary, New Zealand, Poland, and Sweden.
    ${ }^{10}$ The dating is extremely clear for some countries; for others there is some controversy as to the precise month that IT was adopted.
    ${ }^{11}$ The forecasts, although they are collected monthly or bimonthly, refer to calendar years rather than a 12-month-ahead moving window. As an example, the "next year" forecasts from January 1991 through December 1991 are all for same 12-month period ending in December 1992.
    ${ }^{12}$ Forecasters are identified in the survey by their name: there are some minor name changes (some genuine, some apparently due to spelling errors), which complicate attempts to correctly match observations to each individual forecaster. I attempt to overcome this via an algorithm that identifies individual forecasters.
    ${ }^{13}$ Transparency benefits are likely to occur relatively quickly, compared with credibility benefits or effects on actual variables. Annual data may be too coarse to pick up any effects: this could help to explain Johnson's (2002) negative findings.

[^6]:    ${ }^{14}$ Actual (next year) GDP growth data are taken from the IMF's International Financial Statistics. Some gaps in the data are filled in using data from the IMF's World Economic Outlook database.

[^7]:    ${ }^{15}$ The orthogonality assumption can be motivated by invoking the classical dichotomy between real and nominal variables. However, to the extent that forecasters expect some short-term positive relationship between output growth and inflation (i.e., via some kind of Phillips curve), this condition may be violated.
    ${ }^{16}$ Since shocks to forecast accuracy should, at least in theory, lead forecasters to over- and underestimate inflation with equal probability, $f^{i j}$ should not be correlated with $e_{0}^{i j}$.
    ${ }^{17}$ As it turns out, this aspect of the matching strategy results in no controls drawn from countries that subsequently (in the period covered by our data) adopted IT. This is likely due to the fact that countries that adopted IT generally did so fairly soon after they appeared in the dataset (with advanced countries adopting IT sooner but also appearing in the dataset earlier).

[^8]:    ${ }^{18}$ Observations are frequency weighted (for control groups 1 and 3 ).

[^9]:    ${ }^{19}$ For the purposes of this paper, the "advanced" countries in the dataset are Australia, Canada, France, Germany, Italy, Japan, the Netherlands, Norway, Spain, Switzerland, the United Kingdom, and the United States.

[^10]:    ${ }^{20}$ For the latter, the number of clusters is 58 (panel A), 63 (panel B) and 23 (panel C).
    ${ }^{21}$ The IV estimates (with clustered residuals) pass tests for instrument relevance (using the Anderson canonical correlations LR statistic) and exogeneity (Hansen's J statistic used for the Hansen-Sargan overidentification test). They also pass Stock and Yogo's tests for weak instruments based on 2SLS bias and size (although these tests strictly require homoskedastic residuals; see Stock and Yogo, 2002; Stock, Wright, and Yogo, 2002).
    ${ }^{22}$ Note that the first adoption episode (Canada) drops out of the sample due to data constraints.

[^11]:    ${ }^{23}$ Applying IV to these restricted samples succeeds in not only eliminating mean reversion, but finds strong evidence for the opposite phenomenon - bad forecasters deliver worse forecasts subsequently $\left(-b_{1}>0\right)$ with the adoption of IT restoring mean reversion $\left(-\left(b_{1}+b_{1 T}\right)<0\right)$. This effect, if genuine, merits further study.
    ${ }^{24}$ Even in this case the p-value associated with the IV estimates (.122) indicates borderline statistical significance.

[^12]:    ${ }^{25}$ Refer to Morris and Shin (2002) and Morris, Shin and Tong (2006) for proofs and further details.
    ${ }^{26}$ As Morris and Shin (2002) note, the beauty contest motivation in forecasters' behavior imposes an externality: good forecasters of the average forecast gain at the expense of bad forecasters of the average forecast, but overall welfare is unchanged by definition. In fact normalized overall welfare is simply (minus) the mean squared forecast error: $\frac{W(\mathbf{f}, \pi)}{1-r}=-\int_{0}^{1}\left(f_{i}-\pi\right)^{2} d i$.

[^13]:    ${ }^{27}$ Greater weight is put on the public signal when the beauty contest motivation is more prominent: this is because the central bank's signal serves as a focal point for higher order beliefs (forecasts of forecasts of forecasts etc.). Essentially, when trying to second guess other forecasters, the private sector places extra weight on the public signal because it knows that it is directly observed by the other forecasters.

[^14]:    ${ }^{28}$ As Svensson (2006) notes, $\frac{\alpha}{\beta}<(2 r-1)(1-r)$ would require $\frac{\alpha}{\beta}<\frac{1}{8}$ even for the value of $r$ ( 0.75 ) that maximizes $(2 r-1)(1-r)$; it seems unlikely that the private sector's signal would be on average more than eight times as accurate as that of the Central Bank (particularly since Romer and Romer's (2000) evidence on the relative accuracy of official and private sector forecasts in the US suggests that the opposite scenario, in terms of relative forecast accuracy, is more likely). The condition $\frac{\alpha}{\beta}<\frac{(2 r-1)(1-r)}{(1+r)}$ for $\frac{\partial^{2} E\left[\left(f_{i}-\pi\right)^{2}\right]}{\partial \alpha \partial \beta}>0$ to not hold is even more restrictive.

[^15]:    ${ }^{29}$ The probit regression has a $\chi^{2}(8)$ statistic of 87.6 [p-value $=0.000$ ] and a pseudo- $\mathrm{R}^{2}$ of .07 . As one might expect, the four right-hand-side variables associated with forecasts of inflation are more correlated with the IT adoption decision (reflected in higher z-statistics) than their counterparts derived from output growth forecasts.

