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## I. Introduction

Monetary models of nominal exchange rate determination were a mainstay of international economics in the 1970s, and the key relationships continue to form an important part of current international macro models. These models appeared to fit in-sample empirical estimations fairly well. Nonetheless, the models were dealt a severe blow by the seminal work of Meese and Rogoff (1983). Using a set of post Bretton Woods exchange rates for several major industrial countries, Meese and Rogoff showed that a simple random walk had more out-of-sample predictive power than the monetary models, even when the future realizations of the explanatory variables in the monetary models were used to generate the out-of-sample forecast. Subsequent authors tried to overturn these results, but any promising findings turned out to be fragile and the literature has remained pessimist about the link between exchange rates and monetary fundamentals (Frankel and Rose, 1995; Rogoff, 1999).

A recent resurgence of empirical work tries to evaluate exchange rate models using new methods for in-sample and out-of-sample evaluation. With advances in the econometrics of nonstationary data, in-sample analysis has turned to cointegration to look for long-run relationships between exchange rates and fundamentals. Evidence for cointegration has been mixed, with results depending on the country and sample used. For example, MacDonald and Taylor (1993) provide early favorable evidence for cointegration between nominal exchange rates and monetary fundamentals for the U.S. dollar-Deutche Mark exchange rate. Rapach and Wohar (2002) use data for 14 industrial countries that span as long as 115 years (1880-1995), and find some evidence of cointegration for 8 of the 14 countries. Very recent work focuses on using panel cointegration tests to take advantage of the power of using multiple country exchange rates and fundamentals. Husted and MacDonald (1998) find evidence of cointegrating relationships in panel data sets for the US dollar, German mark and Japanese yen exchange rates using annual data for the recent floating experience. Motivated by the idea of cointegration between variables, the recent out-of-sample analysis examines whether the current deviation of the exchange rate from its long-run equilibrium is useful for predicting the future exchange rate returns (Mark 1995, Mark and Sul, 2001).

This paper exploits the power of panel cointegration tests by including a broad country sample, which has a low degree of cross-sectional dependence. Although recent literature has made advances using panel cointegration, the country samples used tend to suffer from considerable cross-sectional dependence, in part because the panel data sets of industrial countries contain many highly linked EMS countries. For instance, over the period 1984-2004, the average pairwise correlation of exchange rate changes in Mark and Sul (2001) and Groen (2000) countries is above 0.65 . In contrast, the average pairwise correlation of exchange rate changes in our broader data set of 98 countries is below 0.2 . Thus, we exploit a larger sample with substantially more independent variation. We also take measures to control for even the low level of cross-sectional dependence in our dataset, using the most recent advances in controlling for cross-sectional dependencies in the cointegration tests. These methods include extracting a common time effect from the data; using the Pesaran (2007) test for cross-sectionally adjusted adf tests; and doing bootstrap trials that resample from the vector of correlated residuals.

The previous literature has largely ignored the information provided by a large set of countries. One reason for this neglect has been a concern that the exchange rate regime has been fixed for many non-industrial countries. We argue that the mix of exchange rate regimes in our country sample is no more an issue than for the extant literature, first because of the high frequency at which countries adjust their pegs in the recent decades, and second because there may be more independent flexibility for the broad sample of countries than for the industrial countries. The proportion of observations in our data sample in which the dollar exchange rate did not change from one year to the next is under 8 percent. Obstfeld and Rogoff (1995) point out that aside from a few minor tourist economies, oil sheikdoms, and heavily dependent principalities, only a very small number of fixed exchange rates survive intact for several years. Klein and Marion (1997) showed that the average duration of pegs in the Western Hemisphere countries was only 10 months. Second, the extant literature on industrial country exchange rates have often ignored the long stretches of links to the Deutche mark in studying the "floating period." Indeed, Klein and Shambaugh (2006) show that pegged exchange rate regimes accounted for about 40 percent of the observations for industrial countries during the years 1973-2004. The long-span data in Rapach and Wohar (2002) cover not only the post-Bretton Woods period of floating exchange rates, but also long spells of fixed exchange rates during the gold standard and the Bretton Woods era. Against this background, our large data set has the advantage of providing considerably more observations of independent exchange rate adjustment than the previous studies, as evident from the low cross-sectional correlation of exchange rate changes.

A second problem in some panel cointegration tests is the assumption of a homogeneous slope coefficient. Mark and Sul (2001) check for cointegration in a panel of countries by testing the significance of the slope coefficient in a regression of the exchange rate return on the deviation of the exchange rate from its fundamental value:

$$
\Delta s_{i t}=\beta\left(f_{i, t-1}-s_{i, t-1}\right)+\varepsilon_{i t}
$$

They estimate the model using panel dynamic OLS with controls for country and time effects. If the exchange rate, s , is cointegrated with the fundamentals, f , then the errors will be stationary, whereas the error will be nonstationary under the null hypothesis of no cointegration. However, they assume that the slope coefficient, $\beta$, is homogeneous across countries in the panel. If the homogeneity assumption is incorrect and $\beta$ differs across countries, then the error will contain the term $\left(\beta_{i}-\beta\right)\left(f_{i, t-1}-s_{i, t-1}\right)$, violating the consistency requirement that the regressors and errors are uncorrelated. The same issue arises in the Groen (2000) paper, which first estimates the cointegrating vector and then uses the Levin Lin (LL) panel unit root method to test the residuals for nonstationarity. The LL test assumes a homogeneous coefficient on the lag level of the residual, $\hat{\mu}_{i t}$ :

$$
\Delta \hat{\mu}_{i t}=\rho \hat{\mu}_{i, t-1}+\sum_{j=1}^{p} \phi_{i j} \Delta \hat{\mu}_{i, t-j}+\varepsilon_{i t}
$$

To address this issue, we employ recent panel methods that allow for heterogeneous adjustment coefficients in the alternative hypothesis of panel unit root tests.

We complement our in-sample cointegration tests with out-of-sample prediction analysis. We employ specifications and testing procedures that include both Meese and Rogoff's original out-
of-sample fit method and the out-of-sample forecasts of exchange rate returns used in the more recent literature. For example, Mark and Sul use the current deviation of the exchange rate from its equilibrium value, as determined by the cointegrating relationship, to form forecasts of the change in the exchange rate between the current period and various future horizons. However, Engel and West (JPE, 2005) show that there should be very little forecastability of exchange rates based on current and past information if exchange rates behave like asset prices. That is, market expectations of future fundamentals, as derived from a current information set, will already be built into the exchange rate. They show that under reasonable assumptions the correlation between future exchange rate returns and current/past fundamentals is extremely low, typically below 0.1 for the most likely parameter calibrations. In contrast, Meese and Rogoff's out-of-sample fit method uses the realized future values of the fundamental variables. Future fundamentals incorporate future innovations, i.e., those that are unknown at the current time but subsequently impact exchange rate changes. Therefore, if the models are correct, actual future changes in fundamentals will be highly correlated with future changes in exchange rates. In principle, out-of-sample fit (using actual future outturns of fundamentals) should thus be a more powerful model evaluation method than the out-of-sample forecast (using only current information) method. Indeed, Meese and Rogoff's work generated such pessimism about exchange rate models precisely because the models work poorly in spite of being given the advantage of knowing the future fundamentals. Since this paper is the first attempt to examine the out-of-sample behavior of exchange rates and monetary fundamentals for a broad country sample, we take an agnostic stance and "let the data speak" for both testing procedures.

We also introduce a revised specification of the exchange rate model, which outperforms the other traditional models. That is, in addition to Meese and Rogoff's specification relating the level of the exchange rate to the level of the fundamentals, and Mark and Sul's specification relating the exchange rate return to the deviation of the exchange rate from its cointegrating equilibrium, we also provide a model specification of the changes in the exchange rate related to the changes in the fundamentals. This model is more robust to a structural break than the levels specification. We also provide a test of the directional forecasting accuracy for out-ofsample evaluation in addition to the standard root mean squared error measure.

Our larger dataset of countries also provides other advantages to the out-of-sample analysis. We are able to do a long horizon forecast that avoids the size distortions and other statistical problems associated with overlapping observations. We use non-overlapping five year intervals by instead exploiting the large number of countries to gain observations. In addition, we compare fundamentals models to both the random walk and random walk with drift, and use the cross-country dimension to demonstrate the relationship between fundamentals and the drift rate in the random walk with drift model.

## II. Structural Specification and Data

The structural specification centers on the relationship between the nominal exchange rate, money, and output relative to a numeraire country. These are the core variables in both flexible price (Frenkel-Bilson) and sticky price (Dornbusch-Frankel) monetary models. ${ }^{1}$ Additional variables could include interest rates, expected inflation, and trade balances. However, market interest rates are often difficult to obtain for many emerging market and developing countries, and sometimes contain a large component of volatile risk premium that would need to be disentangled. In addition, nominal exchange rates in developing countries may depend on other factors, such as terms of trade. As in Mark (1995) and Mark and Sul (2001), we focus on the core set of monetary model fundamentals for the purpose of this paper, to determine how far these can explain exchange rate changes, but leave other factors for future work. Thus, we have:
$s_{t}=\alpha+\beta_{1} m_{t}+\beta_{2} y_{t}+e_{t}$
where $s$ is the log of the nominal exchange rate at the end of the year, $m$ is the $\log$ of the money supply at the end of the year relative to that of the numeraire country (U.S.), and $y$ is the log of the relative outputs during the year.

The original work on nominal exchange rate models tested variations of equation (1) using OLS, GLS, and IV estimation. However, following advances in the development of the econometrics of nonstationary data, recent work has emphasized the potential cointegrating relationship between these variables. Thus we test the log of exchange rates, relative money supplies, and relative real outputs for unit root processes, and test the combination of variables for cointegration.

The data set contains exchanges for as many countries for which sufficient time series data exists for estimation and forecasting purposes. The data on nominal exchange rates, money supplies, and output is taken from the IMF's International Financial Statistics. Exchange rates and money supplies are measured as end period values, and the exchange rate is measured using the U.S. dollar as numeraire. Money supply data is constructed from balance sheet information of the central bank and commercial banks. Because banks have reporting requirements, including for prudential reasons, the monetary statistics tend to be available and among the most accurate of macroeconomic data. In contrast, output data is not available for many countries. Thus, some countries had to be eliminated for this reason or because their available sample is too short (particularly transition countries) for individual estimation in models with heterogeneous coefficients. The dataset is an unbalanced panel of 98 countries vis-à-vis the U.S. using annual observations from 1960 to 2004 (see Appendix for country list). Annual data has the advantage that it removes problems with extracting seasonality, which would surely be more pronounced for many lower income countries. Moreover, since some of the exchange rate regimes have been de facto adjustable pegs for a few years, quarterly or monthly data would

[^1]likely capture too many of the pegged observations, and thus deter rather than add to explanatory power.

We also disaggregate the large country set into regional and income groups and high/low inflation groups. The countries are split into five regional groups based on World Bank classifications-Africa, Asia, Developed Countries, Middle East, and Western Hemisphereand four income groups-low income (per capita real GDP less than or equal to 735 dollars), lower middle income (per capita real GDP between 736 and 2,935 dollars), upper middle income (per capita real GDP between 2,936 and 9,075 dollars), and high income (per capita real GDP over 9,075 dollars). For each country, we also define a "high inflation episode" as any year in which inflation is above 30 percent in the current year or any of the previous four years. A "high inflation country" is defined as a country that experienced even one episode of high inflation any time during the period 1960-2004.

## III. In-Sample Analysis: Panel Cointegration Tests and Estimation

## A. Unit Root Tests

Cointegration reflects a long term relationship between nonstationary data. Thus, we must first establish whether the nominal exchange rate and monetary fundamentals are nonstationary, that is, integrated at least of order one. We test each variable (exchange rate, relative money supply, and relative output) for a unit root.

Levin, Lin, and Chu (2002) and Im, Pesaran, and Shin (2003) have developed panel unit root tests that allow for heterogeneous dynamics. The basic form of the test is the following:
$\Delta y_{i t}=\rho y_{i t-1}+\alpha_{i}+\mu_{i t}+\eta_{i t}$ where $\mu_{\mathrm{it}}$ represents the short-run dynamics:
$\mu_{i t}=\sum_{k=1}^{K} \phi_{k} \Delta y_{i, t-k}$

The heterogeneous short-run dynamics of the Levin, Lin, and Chu (2002) test (LLC) can be estimated parametrically or semi-parametrically. Parametric estimation consists of estimating country specific ADF regressions and using these regressions to concentrate out the short-run dynamics from the dependent variable, $\Delta y_{i t}$, and the regressor $y_{i t-1}$. The residuals of each are then used in pooled regression with no dynamics. Alternatively, we can account for the shortrun heterogeneous dynamics by using the Newey-West kernel estimator for the long run variance and forward spectrum for each member in a regression of the change in the variable on its lagged level. This is a semi-parametric test, which has been developed in pooled rho and pooled t-stat versions.

The null hypothesis of the LLC test is that every country's data contains a unit root. That is, $H_{0}: \rho=0$. Under the alternative hypothesis of stationarity, the common slope is negative for all countries, $\rho_{i}=\rho<0 \forall i$. Im, Pesaran, and Shin (IPS) develop a group mean test that allows
for heterogeneity even in the autoregressive coefficient, relaxing the strong assumption of the alternative hypothesis of the LLC test. The IPS test estimates individual ADF regressions for each country. The individual $t$-statistics are averaged, providing the group mean value of $t$ statistic for the panel. Thus, although there is full heterogeneity of coefficients, the group mean estimator pools along the "between" dimension, that is, the cross-country dimension.

Our unit root tests allow for heterogeneous trends and cross-sectional dependence. We can account for a simple form of cross-sectional dependence by removing period averages from each variable prior to the test. Such period effects might be important, for example, given that each country's exchange rate, money supply, and output are expressed relative to a common numeraire. We also use estimates of the long-run variances and pooled variance to provide weighted versions of the tests. For completeness, we estimate all combinations of these specifications. Critical values of the tests are taken from Pedroni (2004) and Pedroni (1999).

All variants of panel unit root tests on exchange rates and their hypothesized fundamentals are shown in Table 1. The null hypothesis of a unit root would be rejected only for large negative values (a one-sided test, as in an ADF test). All of the test values for the relative outputs are positive, thus we are unable to reject the unit root. The null hypothesis of a unit root in the nominal exchange rates and relative money supplies can be rejected only for 2 out of 32 test statistics for each variable: the IPS tests with heterogeneous trends but no time effects for the exchange rate, and the unweighted Levin and Lin ADF with heterogeneous time trends for the relative money supplies. Thus, the overall preponderance of evidence suggests that the nominal exchange rate, relative money supplies, and relative outputs are integrated.

## B. Cointegration Tests

Having found strong evidence that exchange rates and fundamentals are nonstationary, this section performs cointegration tests to look for stable long run relationships among them. If a set of variables is cointegrated, the residuals from the cointegrating equation should be stationary. Thus, panel tests of the null hypothesis of no cointegration are essentially panel unit root tests applied to the estimated residuals of cointegrating regressions. Thus, the first step in the cointegration test is to estimate the cointegrating equation. Because least squares is a superconsistent estimator of the point values of the coefficients, it is sufficient to estimate each equation by OLS in this first stage. Of course, the standard errors on the coefficients may be invalid under some circumstances, but these are not required for the cointegration test. It is necessary only to estimate the equation and obtain the residuals. Then, the second step of the cointegration test is to do a panel version of augmented Dickey Fuller tests on these residuals.
We estimate $\Delta \hat{\mu}_{i t}=\rho \hat{\mu}_{i, t-1}+\sum_{j=1}^{p} \phi_{i j} \Delta \hat{\mu}_{i, t-j}+\varepsilon_{i t}$ where i is the country and t is the year, and conduct a one-sided test of the null hypothesis that the parameter of adjustment to long-run equilibrium $\rho=0$, against the alternative that $\rho<0$.

Hakkio and Rush (1991) show that the power of unit root and cointegration tests depend on the data's span rather than the data's frequency and argue that the short time span of post-Bretton

Woods leads to low power of cointegration tests. The recent literature thus uses either long span data or panel data to increase the power of cointegration tests. For instance, Groen (2000) finds evidence for cointegration using the Levin Lin (1993) panel unit root tests for 14 dollar and mark exchange rates, although he finds that the choice of numeraire country matters for cointegration results in sub-panels. However, Rapach and Wohar (2002) argue that using long span data to increase the power of cointegration tests is superior to panel data tests which impose cross-country homogeneity restrictions on the adjustment parameter, $\rho$, in the alternative hypothesis (that is, $\rho=\rho_{i} \forall i$ ). They point out that support for cointegration may be overstated using the LL test since it is necessary to accept the alternative for all countries. The IPS panel unit root test, on the other hand, overcomes this problem by allowing heterogeneity of the adjustment parameter. Im, Pesaran, and Shin also show that the size and power characteristics of the IPS test are much better than the LL test in small samples.

We thus perform a variety of cointegration tests, including those that allow for heterogeneity of the adjustment parameter, $\rho$. Pedroni (2004) and Pedroni (1999) provide critical values for several different panel cointegration tests, all of which allow for heterogeneous cointegrating vectors and heterogeneous short-run dynamics. The pooled tests assume only a common autoregressive coefficient in the residuals, as in the LLC panel unit root tests, whereas the group mean tests relax this restriction, as in the IPS panel unit root tests. For the pooled and group mean tests, semi-parametric rho and t-statistic tests (as in Phillips-Perron, 1988) and parametric t-tests (analogous to ADF regressions) are available. A nonparametric pooled variance ratio statistic (analogous to Phillips-Ouliaris variance statistic) is also available. All of these tests can be weighted or unweighted, and exclude or include time trends in the cointegrating equation.

Panel studies that do not control for cross-sectional dependence among the countries can result in biased panel cointegration test results. This could be a particularly important issue with regard to the set of major currencies that are typically analyzed in the literature, as many of the EMS countries were linked to the Deutche Mark for a substantial proportion of the post-Bretton Woods era. To control for cross sectional dependence in the form of a common unobserved factor, we also do the tests by removing the period effects (cross-sectional means at each point in time). Doing so also purges the influence of the numeraire country, as its relative fundamentals enter the regression as a common factor for each country.

Table 2 presents seven different panel cointegration tests. Each test allows for weighted or unweighted versions, excluding or including period effects, and excluding or including heterogeneous trends. The null hypothesis for all of the tests is that the residuals of the cointegrating vectors contain unit roots, implying no cointegration. The test statistics are distributed as standard normal. The panel variance test in the first row has a one-sided rejection region consisting of large positive values, whereas the other tests reject for large negative values. The null hypothesis of no cointegration is easily rejected for 53 out of 56 cointegration tests. We are unable to reject the null only for the unweighted pooled semi-parametric rho and ttests and parametric t-test that exclude time effects and trends. The group mean version of each test rejects the null, as do the remainder of the tests. Thus, overall we strongly reject unit roots
in the residuals of the cointegrating vectors, which is the same as finding strong evidence for cointegration of exchange rates, relative money supplies, and relative outputs.

In addition to the tests above that control for fixed period effects, we also perform a more general cointegration test in the presence of cross-sectional dependency. The Pesaran (2007) cross-sectionally augmented ADF (CADF) test supplements the standard ADF regression with the cross-section averages of both lagged levels and first differences of the individual series. The individual CADF statistics can then be used in a modified version (CIPS) of the IPS test. The $p$ th order CADF equation for each country is given by:

$$
\Delta y_{i t}=b_{i} y_{i, t-1}+c_{i} \bar{y}_{t-1}+\sum_{j=0}^{p} d_{i j} \Delta \bar{y}_{t-j}+\sum_{j=1}^{p} \delta_{i j} \Delta y_{i, t-j}+e_{i t}
$$

where $y_{i t}$ is the residual of the cointegrating equation for country $i$ in year $t$. We estimate this equation for each of the 98 countries over the period 1960-2004 and compare the resulting CIPS test statistics to the critical values in Table II(a) of Pesaran (2007). We choose the specification without an intercept term because the residuals of the cointegrating regression average zero by construction. Table 3 shows that all of the CIPS test statistics are significant at the one percent level, for lag orders spanning 0 to 7 . Thus, the null hypothesis of a unit root in the residuals from the cointegrating equations can be rejected even when controlling for more general cross sectional dependence.

As a final robustness check, we also take cross sectional dependency into account by comparing the test statistics from panel cointegration tests on the data to critical values generated from bootstrap trials. We focus on the IPS test, as it has the most flexibility in allowing for heterogeneity. The bootstrap exercises also have other merits in accounting for other features of the data. The IPS statistic is a group mean test of the ADF t-values. But it must be standardized as follows: $Z_{N T}^{I P S}=\sqrt{N / v}\left(\bar{t}_{\rho}-\mu\right)$, where $\bar{t}_{\rho}=N^{-1} \sum_{i=1}^{N} t_{\rho_{i}}$ and $\mu$ and $v$ are adjustment values under the null hypothesis that $\rho_{i}=0$. When T is large, we can use the asymptotic $\mu$ and $v$ adjustment values regardless of serial correlation. But in finite samples, the critical values of the ADF test depend on the lag order used in the test, the sample size, and the unknown nuisance parameters arising from serially correlated errors. Im, Pesaran, and Shin suggest using $\mu=E\left[t_{\rho_{i}}\right], v=\operatorname{Var}\left[t_{\rho_{i}}\right]$. They report small sample approximations for $\mu$ and $v$ conditioning on a common sample size and common lag order truncation in the each ADF test, but a bootstrap can be used to find these values for heterogeneous dynamics and can condition on the estimated serial correlation properties. ${ }^{2}$

[^2]We experiment with three different bootstrap procedures. The first procedure parallels Groen (2000). We construct $\mathrm{I}(1)$ bootstrap fundamentals and errors, and then form the bootstrap exchange rate series as $s_{i t}^{b}=\hat{\alpha}_{i}+\hat{\beta}_{m i} m_{i t}^{b}+\hat{\beta}_{y i} y_{i t}^{b}+e_{i t}^{b}$, where the $\alpha$ and $\beta$ coefficients are the estimates from the cointegrating regressions on the true data. We then estimate the two-step panel cointegration tests using the bootstrap exchange rates and bootstrap fundamentals. The second procedure constructs $\mathrm{I}(1)$ bootstrap fundamentals and exchange rates, and then forms bootstrap errors as $e_{i t}^{b}=s_{i t}^{b}-\hat{\alpha}_{i}-\hat{\beta}_{m i} m_{i t}^{b}-\hat{\beta}_{y i} y_{i t}^{b}$, using the parameter estimates from the cointegrating regressions. These bootstrap errors are subjected to the panel unit root tests. In the third procedure, we work directly with the residuals from the cointegrating equations ( $\hat{e}_{i t}$ ) and apply a bootstrap similar to Wu and Wu (2001). Namely, we construct $\mathrm{I}(1)$ bootstrap versions of these residuals, $\hat{e}_{i t}^{b}$, and conduct panel unit root tests on these bootstrap series. For all of the bootstrap methods, we estimate serial correlation properties of the actual data, choosing a lag length based on a general to specific step down procedure. We use block resampling to initialize series, and we generate innovations by a nonparametric resampling of the data. For each variable, we resample the vector of data across the countries to maintain the pattern of crosssectional dependencies. In all cases, we find that IPS test statistic on the actual data lies far to the left of the bootstrap critical values, and it is easy to reject the unit root on the data at significance levels much lower than one percent.

## C. Panel Estimation of Cointegrating Vectors

In the previous section, we found that exchange rates, money, and income are cointegrated, but we are also interested in the coefficient estimates of the cointegrating vectors. Table 4 displays the point estimates from OLS that uses pooled estimates for relative money supplies and relative outputs and fixed country effects for the intercepts. The regressions are shown for cases that both exclude and include dummies for period effects. We provide estimates for all countries, and by region, and income groups. The coefficients on the fundamentals are the correct signs for all samples and are remarkably close to the theoretical values for most groups. We also check that the point estimates are not being driven by the episodes of high inflation. Of all inflation sub-samples, we find the point estimates to be closest to theoretical values for low inflation episodes when controlling for common time effects, with the coefficient on the relative money supply estimated at 0.97 and the coefficient on the relative income level estimated at -0.95 .

OLS is a superconsistent estimator of the coefficients of cointegrated variables. Indeed, OLS was used in the first stage of cointegration tests in the previous section because the main interest was in obtaining and testing the residuals of the cointegrating vector for stationarity. However, in reporting the results of the estimation in this section, we need to recognize that the standard errors of OLS are biased and thus invalid for hypothesis testing under conditions of serial correlation and endogeneity. Methods have been developed to address these problems. We employ fully modified OLS (FMOLS) and dynamic OLS (DOLS) methods. An alternative
estimation approach would be a vector error correction model, ${ }^{3}$ but general VECMs are not feasible for panels with many countries due to the large number of parameters.

Pedroni (2000) derives a panel group mean FMOLS estimator, which has the advantage of allowing heterogeneous dynamics and heterogeneous cointegrating vectors. This estimator uses the group mean of individual FMOLS estimators, which correct for endogeneity and serial correlation by estimating the long-run covariance directly (Phillips and Hansen, 1990).

The group mean dynamic OLS uses the group mean of the Stock and Watson (1993) DOLS estimator, in which leads and lags of the differenced right hand side variables are used to correct for endogeneity and serial correlation:

$$
y_{i t}=\alpha_{i}+\beta_{i} X_{i t}+\sum_{k=-K_{i}}^{K_{i}} \gamma_{i k} \Delta X_{i t-k}+u_{i t}
$$

We use FMOLS and DOLS estimators for the cointegrating relationship between the nominal exchange rate, money, and output. In order to control for cross sectional dependence and also reduce the influence of the numeraire country, we also estimate cointegrating vectors for the variables after common time effects have been extracted by demeaning across countries at each year. The time demeaned data is equivalent to the residuals in a panel regression that includes only time dummies. In other words, the cross-sectional average at each year is removed from the exchange rate variables, and the relative money and relative output variables.

In Table 5, the FMOLS coefficient estimates for money and income (group mean values) are shown for the sample of all countries, as well as by regional and income group breakdowns. The estimates for money are all positive and highly significant, while those for income are all negative and highly significant. The second set of estimates extract period effects from the data. This extraction has the advantage of mitigating any impact of movements in the U.S. dollar, which is the common numeraire. The point estimate for money rises to 0.95 and the point estimate for income falls to -0.97 when time dummies are included to extract the period effects. These values are very close to the theoretical values of positive and negative unity, respectively, for money and output.

Tables 6 and 7 provide results from the group mean and pooled DOLS estimators for the cointegrating vector. The results for the group mean DOLS are similar to those of FMOLS, with the coefficient on money estimated at 0.92 when period dummies are included. However, the estimate on income increases in absolute value above unity. The high elasticity, if not a statistical aberration, could reflect the impact of relative productivity growth on the equilibrium real exchange rate, which is ignored by the monetary model except to the extent productivity growth raises the transactions demand for money. The income elasticity of output for the Asian region is of the opposite sign to its theoretical prediction. However, the coefficient estimate

[^3]becomes -0.96 after extracting the time effects. Pooled dynamic OLS results (Table 7) indicate estimates for relative money and outputs that are very close to theoretical predictions. The exception is the Asian region, in which the coefficient on money is much lower than unity.

For all of the different estimators, the coefficients are closer to theoretical values when the common time effects have been removed. This result may arise because the raw data (no period effects extracted) may be overly influenced by any deviation of the US dollar from its equilibrium level given by its fundamentals. This deviation would show up in each country's regression since the US is the numeraire. Of course the difference in results could also reflect the influence of another unobserved common factor.

## IV. OUT-OF-SAMPLE ANALYSIS

In addition to testing for cointegration, we compare the out-of-sample predictions of our various fundamentals-based models with those from a random walk. This comparison constitutes the acid test for evaluating exchange rate models ever since the Meese-Rogoff (1983) seminal paper, and is included in the work by Mark and Sul (2001). Out-of-sample analysis has been popular in part because it illustrates how in-sample estimation can be misleading when the structural coefficients are unstable over time. The in-sample coefficients are calculated to find the best fit in the sample period, yet this does not provide much guidance over future relationships when the coefficients are likely to change.

The standard metric for evaluating exchange rate models has been the root mean squared forecasting error (RMSE) of the model versus a driftless random walk. However, in an evaluation of the forecasting ability of Markov-switching models for 18 exchange rates, Engel (1994) considers whether the random walk with drift or driftless random walk is the appropriate standard. We include both the driftless random walk and the random walk with drift as benchmark models for comparing the economic models. In our sample, the random walk model has a slight competitive advantage over the other models given that some countries kept their exchange rates fixed for periods of time longer than a year. In order to reduce the number of observations that reflect a fixed exchange rate regime, we compare forecasts from monetary models for each country year observation conditional on a change of any magnitude in the exchange rate. Of course, since we are conditioning on any change in the exchange rate, the monetary models will continue to be disadvantaged relative to a random walk if the exchange rate is not strictly fixed but is forced to trade within a narrow band. In addition, conditioning on a change in the exchange rate also does not offset the advantage of a random walk with drift that arises from the fact that some countries occasionally adopted a crawling peg.

Importantly, we show that the random walk with drift is not a naïve statistical model. Exploiting our large panel of countries, we show that the "drift" in the random walk with drift model is highly linked to the drift rates in monetary fundamentals. As such, it contains similar economic information as in the explicit fundamentals-based models.

Engel (1994) also notes another usefulness model evaluation criterion: the proportion of forecasts that correctly predict the direction of change of the exchange rate. This utility-based criterion follows from the work of Leitch and Tanner (1991), who find that the direction of change criterion is the best among several evaluation criteria for choosing forecasts of interest rates on their ability to maximize expected trading profits. Abhyankara, Sarno, and Valente (2005) employ similar arguments to show that there is economic value in exchange rate forecasts from a fundamentals model. The RMSE criterion, in contrast, compares models based on the distance between the forecast and the actual outturn, regardless of whether the direction of the forecast is correct. Hypothetically, a monetary model could perfectly forecast the direction of change in the exchange rate at all periods and yet be defeated by a random walk using the RMSE criterion if the monetary model consistently over-predicted the magnitude of change. For both policy makers and market participants, however, the ability to accurately forecast the direction of change in the exchange rate may be as useful as a precise point estimate. Therefore, we also compare our models by calculating the percentage of predictions in which the model forecasts the correct sign or direction of the change.

We evaluate our set of fundamentals-based models using these out-of-sample criteria, making several adjustments to offset some of the statistical problems encountered in previous literature. We examine both one year and five year forecast horizons. Given our large data sample, we are able to select non-overlapping five year horizons to avoid the thorny statistical problems with overlapping forecasts. We include a set of results in which the time period effects have been removed from the data prior to analysis. By removing the average at each time period, we not only remove an important source of cross-sectional dependence, but we also mitigate the effect of the numeraire country. In working with demeaned data (that is, data that removes the period effect or cross-sectional average at each year), we are exploiting the fact that we are interested in model evaluation in this study, not in constructing a true forecasting model. Thus, we treat the demeaned data as if it were the true data for comparing the out-of-sample performance of various models for the results labeled "demeaned." Obviously, if we were interested in true forecasting, we would then need to forecast the time effect.

For the RMSE comparisons, we present the Theil ratios of each model's RMSE to the benchmark random walk or random walk with drift, and we also present tests of statistical significance. The Theil ratio will be below unity when the simple raw RMSE of the fundamentals-based model is less than that of the benchmark model. For non-nested models, we use the Diebold-Mariano (1995) test to gauge statistical significance. We correct for serial correlation and calculate robust standard errors. In addition, we use a GLS estimator to prevent any outlier country from driving the results. For comparison of models that are nested, we use the recent test of Clark and West (2007). Clark and West argue that under the null that the additional parameters in the larger unconstrained model are zero, estimating those additional parameters introduces estimation error that inflates the RMSE of the alternative (fundamentals) model. Their test adjusts the standard errors of the unconstrained model to offset the bias. Because of these adjustments, the Clark-West measure sometimes provides evidence that the unconstrained (fundamentals-based) model is statistically better than the benchmark model, even when the Theil ratio is above unity. On the other hand, since we adjust for serial
correlation, heteroskedasticity, and robust standard errors, it is possible to find that a Theil ratio much below unity is still not statistically significant.

## A. Model Specification

We perform the out-of-sample analysis for three specifications of the monetary model. Inspired by the tests of Meese and Rogoff for advanced countries, we use the estimated coefficients from a regression of the exchange rate on relative money supplies and relative outputs, together with the future values of the fundamentals to form the forecasts. We are principally interested in whether adding information about the fundamentals can provide better predictions for the future exchange rate than knowledge about the current value of the exchange rate alone. We deviate from Meese and Rogoff's specification only by using panel regressions. That is, we pool the coefficient estimates on the fundamental variables for each sample, although allow for country fixed effects for the intercept.

In addition, we use the error correction specification studied by Mark and Sul (2001) for a panel of 19 countries. They compare the exchange rate return on the current deviation of the exchange rate from its fundamental value. The fundamental value is constructed by imposing values of unity and minus unity on relative money supplies and relative output. We perform panel estimation by each group to obtain the pooled estimate of the coefficient of adjustment to equilibrium, and allowing for fixed country effects for the intercept. The error correction forecast is a true forecast, in the sense that it does not include any future information. ${ }^{4}$

We also introduce two specifications of the monetary model in growth rates, rather than in the levels specification of Meese and Rogoff. ${ }^{5}$ Hendry and Mizon (2001) show that in the presence of structural breaks and policy-regime shifts, a differenced model can have a smaller forecast bias than a model in levels, because it is robust to forecasting after the equilibrium mean shift. Moreover, Rossi (2005) and Flood and Rose (2007) show that when the error term of the structural specification (1) is highly serially correlated, the random walk is likely to have a lower RMSE forecast, even when the fundamentals have explanatory power. In fact, Rossi also shows that the random walk can have lower RMSE compared to the fundamentals-based model that tries to take serial correlation into account, due to the familiar bias in estimating the serial

[^4]correlation coefficient. This issue is relevant for the monetary model estimated in levels, and is mitigated by writing the monetary model in growth rates, a specification that nests the random walk. We estimate a set of regressions for the monetary model in growth rates, pooling the coefficients on money and output from each group, and including country fixed effects. ${ }^{6}$ We use these estimates to construct the out-of-sample forecasts. Separately, we construct a set of forecast errors from imposing the values of one and minus one as the coefficients on money growth and output growth, respectively, and setting the intercept to zero.

As in Meese and Rogoff, we estimate each model over an initial period (we start with 19601983), make forecasts, and then recursively increase the estimation period. We obtain one-year-ahead-forecast errors from the following set of models:

Random walk:

$$
\begin{equation*}
s_{i, t+1}^{f}=s_{i, t} \tag{A}
\end{equation*}
$$

Random walk with drift:

$$
\begin{equation*}
s_{i, t+1}^{f}=s_{i, t}+\hat{\tau}_{i} \tag{B}
\end{equation*}
$$

Monetary model in levels:
(C)

$$
s_{i, t+1}^{f}=\hat{\beta}_{i}^{0}+\hat{\beta}_{i}^{m} m_{i, t+1}+\hat{\beta}_{i}^{y} y_{i, t+1}
$$

Error correction:

$$
\begin{equation*}
s_{i, t+1}^{f}=s_{i, t}+\hat{\gamma}_{i}^{0,1}+\hat{\gamma}_{i}^{e c, 1}\left(s_{i, t}-m_{i, t}+y_{i, t}\right) \tag{D}
\end{equation*}
$$

Monetary model in growth rates, using estimated coefficients:

$$
\begin{equation*}
s_{i, t+1}^{f}=s_{i, t}+\hat{\theta}_{i}^{0}+\hat{\theta}_{i}^{m} \Delta m_{i, t+1}+\hat{\theta}_{i}^{y} \Delta y_{i, t+1} \tag{E}
\end{equation*}
$$

Monetary model in growth rates, using theoretical coefficients:

$$
\begin{equation*}
s_{i, t+1}^{f}=s_{i, t}+\left(\Delta m_{i, t+1}-\Delta y_{i, t+1}\right) \tag{F}
\end{equation*}
$$

Mark (1995) shows that a fundamentals-based error correction model had greater power to predict exchange rates at longer horizons than at short horizons. However, Berkowitz and Giorgianni (2001) and Kilian (1999) find that Mark's favorable long horizon results arise from size distortions and statistical problems associated with the high degree of dependence in overlapping observations at forecasting horizons longer than one period. They argue that long

[^5]horizon regressions offer no more forecasting power than short horizon regressions. We consider Mark's long horizon regressions, but address the criticism by constructing nonoverlapping forecasts.

We construct five-year-ahead-forecasts as follows:

$$
s_{i, t+5}^{f}=s_{i, t}
$$

$$
s_{i, t+5}^{f}=s_{i, t}+5 \hat{\tau}_{i}
$$

$$
\begin{equation*}
s_{i, t+5}^{f}=\hat{\beta}_{i}^{0}+\hat{\beta}_{i}^{m} m_{i, t+5}+\hat{\beta}_{i}^{y} y_{i, t+5} \tag{C'}
\end{equation*}
$$

$$
\begin{equation*}
s_{i, t+5}^{f}=s_{i, t}+\hat{\gamma}_{i}^{0,5}+\hat{\gamma}_{i}^{e c, 5}\left(s_{i, t}-m_{i, t}+y_{i, t}\right) \tag{D’}
\end{equation*}
$$

$$
\begin{equation*}
s_{i, t+5}^{f}=s_{i, t}+5 \hat{\theta}_{i}^{0}+\hat{\theta}_{i}^{m}\left(m_{i, t+5}-m_{i, t}\right)+\hat{\theta}_{i}^{y}\left(y_{i, t+5}-y_{i, t}\right) \tag{E’}
\end{equation*}
$$

$$
\begin{equation*}
s_{i, t+5}^{f}=s_{i, t}+\left(m_{i, t+5}-m_{i, t}\right)-\left(y_{i, t+5}-y_{i, t}\right) \tag{F'}
\end{equation*}
$$

In the monetary models in levels and growth rates, we use actual future values of the fundamentals. The error correction models contain only current variables as regressors.

## B. Out-of-Sample Results

Tables 8-15 provide all of the out-of-sample results, for the complete set of countries and for breakdowns by regions, income groups, and inflation groups. We present a one year horizon and a five year horizon. Each of these horizons are presented for the raw data and for the demeaned data (the deviation of the actual data from the cross-sectional means in each year). The top panels of Tables $8,10,12$, and 14 provide the root mean squared errors (RMSE) of the random walk model, the random walk with drift model, and the various fundamentals-based models. The best model (e.g., that with the lowest RMSE) is shown in bold. The bottom panels of the same tables show the proportion of observations in which the model correctly predicts the direction of change of the exchange rate. The best model is that with the highest percentage and is shown in bold. Tables $9,11,13$, and 15 provide the Theil ratios of the fundamentals-based models measured against benchmarks of the random walk (top panel) and the random walk with drift (bottom panel). The Theil ratios below unity are bolded. However, we also provide a measure of the statistical significance as determined by either Clark-West tests or DieboldMariano tests, depending on whether the models are nested or non-nested, respectively. As discussed earlier, it is possible to observe a significant result even with a Theil ratio above unity, or a non-significant result even if the Theil ratio is much below unity.

Fundamentals-based models dominate the random walk for 51 out of 52 total results in terms of the Theil ratio, and their forecasting outperformance is statistically significant for 50 out of 52
results. The random walk is never the best model in terms of lowest RMSE, except for the Asian region at a one year horizon using demeaned data. Of course, its RMSE performance is very close to that of the best models for the high income and low inflation country groups at the one year horizon. This combination of short forecasting horizon and particular set of countries is most similar to that studied in the previous literature. Clearly, when the Theil ratio of the best model to the random walk is $0.98-0.99$, as it is for a few such cases, minor changes in the country group composition or forecasting period can tip the Theil ratio in favor of the random walk. However, even in the cases in which the Theil ratio is close to unity, we find highly significant outperformance of the fundamentals models relative to the random walk using the appropriate Clark-West or Diebold-Mariano tests. Only in 2 cases out of 52 (the developed country group and the high income group at the one year horizon) is the outperformance of the fundamentals models not significant.

The monetary model in growth rates is easily the best overall model in terms of lowest RMSE. The version of this model with coefficients imposed at their theoretical values does best at the one year horizon and the version with estimated coefficients does best at the five year horizon. One or both of the two versions has a lower Theil ratio than any other benchmark or fundamentals-based model for 45 out of 52 results and is tied for an additional case. One or both of the models is also statistically better than the random walk for all but the same two cases mentioned above and is statistically better than the random walk with drift for all but seven cases.

The success of the monetary models in growth rates is not driven by high inflation. One of the two monetary model in growth rate specifications is the best performer in RMSE for low inflation observations and countries at one and five year horizons, with and without demeaning. In fact, one or more fundamentals-based models are significantly better than the random walk at the one percent significance level for all results from low inflation country groups and low inflation episodes.

The monetary model in levels, the specification used by Meese and Rogoff, has the highest RMSE of the models at a one year horizon. The model is never significantly better than either benchmark at this short horizon. Given this specification, it is not surprising that Meese and Rogoff's pessimistic results proved to be robust in subsequent literature. However, the performance of the specification improves at the longer horizon, another point mentioned in their paper. Indeed, the model is significantly better than the two benchmarks for many of the cases. However, the monetary model in growth rates continues to outperform the version in levels even at the longer horizon.

The error correction model generally has a lower and statistically significant Theil ratio compared to the random walk, but tends to underperform the other models. This finding is not surprising given that the error correction model is a pure forecasting model whereas the monetary models use realized future values of the fundamentals to construct their out-of-sample fit. It is somewhat surprising that the error correction model can do well relative to the random walk because, as Engel and West (2005) point out, the correlation between current fundamentals and future exchange rate changes should be low if the exchange rate behaves as an asset price.

The outperformance of the fundamentals-based models does not depend on the common time effect. The fundamentals models outperform the benchmark random walk and random walk with drift even in the sets of results for demeaned data (removing the cross-sectional mean at each point in time). Thus, the forecasting accuracy reflects the underlying data. In contrast, some studies of out-of-sample forecasting performance in the literature make arbitrary assumptions for modeling the common time effect and find that their results are not robust to the choice. We avoid this arbitrary choice by working directly with the demeaned data.

The superiority of fundamentals-based models intensifies at a longer horizon. Forecast performance at a five year horizon (using non-overlapping forecasts) is compared in Tables 1213 (raw data) and Tables 14-15 (demeaned data). At the longer forecast horizon, all of the fundamentals-based models have Theil ratios below unity relative to the random walk for the full sample of countries. Most of these results are significant at the one percent level. The Theil ratio of the monetary models in growth rates falls to $0.28-0.39$ for the full sample.

In directional prediction accuracy, the error correction and random walk with drift are the best models at the one year horizon, while the monetary model in growth rates is the best model for demeaned data and long horizons. Sometimes there is a tradeoff between superior RMSE forecasting accuracy and best accuracy in directional prediction (sign test). In the top panel of Figure 1, we provide an example of this forecasting tradeoff for one-year-ahead predictions of an individual country's exchange rate. The actual exchange rate is shown as the solid line, the model predictions are shown as dashed lines, and the random walk (or one period lag) is shown as dotted symbols. The RMSE criterion rewards models that fit very closely with the actual exchange rate, indicating small forecast errors. The dashed forecast line of the monetary model in growth rates clearly outperforms the other models using the RMSE criterion. On the other hand, the sign test criterion rewards models that predict in the same direction as the actual change in the exchange rate. Graphically, a correct sign is observed when the model forecast and the actual exchange rate both lay on the same side of the one period lag (indicated by dots). For this example, the actual exchange rate increased all but two years over the sample. Since the random walk with drift consistently over-predicted by a large margin, it correctly predicted all but two directional changes. In contrast, the tight fit of the monetary model in growth rates led to several cases in which the predicted direction of change was incorrect, even if the forecast was more accurate.

The random walk with drift contains information on the fundamentals and thus outperforms the driftless random walk for most groups and horizons in RMSE. It also predicts the correct direction of change more than 50 percent of the time, even when common time effects are removed. Table 16 provides evidence that the drift rate of the exchange rate incorporates information about fundamentals in cross section regressions. The average drift in the exchange rate is significantly related to the drift rates of relative money supplies and outputs over samples from 1960-1983 and 1984-2004. The adjusted R-squared values for the cross-section regressions are 0.864 and 0.955 for the early and the late sample periods, respectively. As shown in the bottom panel of Figure 1, the drift rates of exchange rates and relative money supplies are strongly related. Table 16 shows that the drift rates of exchange rates and relative
money supplies are also highly persistent from one period to the next. This finding suggests that if the drift rate of the exchange rate is estimated in an initial sample period, it would be highly correlated with the subsequent drift rate of the exchange rate, even if monetary fundamentals are the underlying driving force. Thus, forecasts using a random walk with drift could be employing information about fundamentals, even if fundamentals are not directly included in the model. Indeed, the drift in the exchange rate over 1984-2004 is no longer related to the drift in the exchange rate in the earlier sample period, 1960-1983, once the drift rates of money and output from 1984-2004 are included in the regression. However, the fundamental drift rates continue to have a significant impact on the exchange rate drift and with coefficient estimates very close to theoretical values despite the inclusion of the previous exchange rate drift term.

Our broad sample of 98 countries is thus useful in showing that the exchange rate is linked with fundamentals. The better results for the broad sample likely reflects a few factors. As mentioned earlier, the cross sectional correlation is lower and the data set larger, providing more independent observations for testing statistical significance. In addition, we find that there is considerably more variation in the fundamentals for emerging market and developing countries. For instance, the standard deviation of the change in the fundamentals ( $m-y$ ) around their average growth rate is seven times larger for other country groups relative to the developed countries. This ratio only partly reflects inflation, because the ratio for inflation is only $21 / 2$ times. This variation in the data adds to statistical power.

## V. Conclusions

This paper tests for cointegration and out-of-sample fit of monetary models for the nominal exchange rate for a large panel of industrial, emerging market, and developing countries. We find strong evidence of cointegration between nominal exchange rates, relative money supplies, and relative output levels. These results hold up even when we take cross-sectional dependency into account using several methods.

We also find that the fundamentals-based models beat a random walk and random walk with drift in terms of RMSE. The monetary model in growth rates outperforms its competitors for one and five year horizons, with and without demeaning to remove the common time effect. The error correction and random walk with drift beat other models in the directional sign test criterion, but only at a one year horizon and only if common period effects are not extracted. Over a five year horizon and in demeaned data, the monetary models in growth rates also does best in the sign test criteria. The drift rate in the random walk with drift model is clearly related to growth rates of the fundamentals, and this explains why it beats the driftless random walk for the broad sample.

These cointegration and out-of-sample forecasting results suggest strong links between exchange rates and monetary fundamentals. Thus, the results provide credence to multi-equation open economy macro models and policy recommendations based on the relationship.

Table 1. Panel Unit Root Tests

|  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |

Table 2. Panel Cointegration Tests

|  | Cointegration Test Specification |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Period effects | No | No | Yes | Yes | No | No | Yes | Yes |
| Heterogeneous time trends | No | No | No | No | Yes | Yes | Yes | Yes |
| Weighted | No | Yes | No | Yes | No | Yes | No | Yes |
|  | Unbalanced Panel of 98 Countries from 1960-2004 |  |  |  |  |  |  |  |
| panel v-stat | 1.0 | 5.6 | 6.8 | 6.3 | 5.9 | 5.9 | 4.9 | 6.4 |
| panel rho-stat | 2.0 | -3.1 | -5.5 | -4.5 | -4.9 | -4.7 | -4.5 | -4.5 |
| panel pp-stat | 1.4 | -4.4 | -6.5 | -6.1 | -8.2 | -7.7 | -8.1 | -8.2 |
| panel adf-stat | -2.2 | -4.1 | -6.0 | -4.2 | -7.7 | -6.9 | -6.3 | -5.6 |
| group rho-stat | -5.0 | -5.0 | -5.5 | -5.5 | -2.7 | -2.7 | -3.1 | -3.1 |
| group pp-stat | -8.5 | -8.5 | -8.7 | -8.7 | -7.8 | -7.8 | -8.3 | -8.3 |
| group adf-stat | -6.8 | -6.8 | -7.2 | -7.2 | -7.5 | -7.5 | -6.6 | -6.6 |

Table 3. CIPS Tests

| $\mathrm{p}=$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CIPS test statistic | $-2.97 * * *$ | $-2.64 * * *$ | -2.40 *** | $-2.39 * * *$ | $-2.17 * * *$ | $-2.13 * * *$ | $-2.06 * * *$ | $-2.05^{* * *}$ |

Statistics are based on univariate $\mathrm{AR}(\mathrm{p})$ specifications of CADF regressions on the residuals from the cointegrating equation between the exchange rate, relative money supply, and relative outputs for the 98 countries. Astericks $\left({ }^{* * *}\right)$ denote significance at the one percent level.

Table 4. Pooled Least Squares Dummy Variable

|  | Number of Countries | Total no. of Observations | Period dummies excluded |  |  | Period dummies included |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Relative <br> Money | Relative Income | Adjusted R-squared | Relative <br> Money | Relative Income | Adjusted R-squared |
| All | 98 | 4010 | $\begin{array}{r} 0.96 \\ 320.88 \end{array}$ | $\begin{array}{r} -1.35 \\ -34.24 \end{array}$ | 0.99 | $\begin{array}{r} 0.99 \\ 291.72 \end{array}$ | $\begin{array}{r} -1.16 \\ -30.04 \end{array}$ | 0.99 |
| Regions |  |  |  |  |  |  |  |  |
| Africa | 32 | 1287 | $\begin{array}{r} 1.00 \\ 160.43 \end{array}$ | $\begin{array}{r} -1.33 \\ -19.38 \end{array}$ | 0.99 | $\begin{array}{r} 1.00 \\ 163.48 \end{array}$ | $\begin{array}{r} -1.14 \\ -19.03 \end{array}$ | 0.99 |
| Asia | 15 | 598 | $\begin{array}{r} 0.69 \\ 33.55 \end{array}$ | $\begin{array}{r} -0.92 \\ -12.97 \end{array}$ | 0.97 | $\begin{array}{r} 0.54 \\ 17.20 \end{array}$ | $\begin{array}{r} -0.98 \\ -13.97 \end{array}$ | 0.97 |
| Developed Countries | 25 | 1070 | $\begin{array}{r} 0.78 \\ 69.39 \end{array}$ | $\begin{aligned} & -0.57 \\ & -6.43 \end{aligned}$ | 0.98 | $\begin{array}{r} 0.95 \\ 95.29 \end{array}$ | $\begin{aligned} & -0.59 \\ & -8.96 \end{aligned}$ | 0.99 |
| Middle East | 9 | 328 | $\begin{array}{r} 0.84 \\ 48.80 \end{array}$ | $\begin{aligned} & -0.66 \\ & -4.97 \end{aligned}$ | 0.97 | $\begin{array}{r} 1.00 \\ 55.97 \end{array}$ | $\begin{aligned} & -0.46 \\ & -4.11 \end{aligned}$ | 0.98 |
| Western Hemisphere | 17 | 727 | $\begin{array}{r} 0.98 \\ 179.36 \end{array}$ | $\begin{aligned} & -0.84 \\ & -5.36 \end{aligned}$ | 0.99 | $\begin{array}{r} 0.96 \\ 128.17 \end{array}$ | $\begin{aligned} & -0.48 \\ & -2.94 \end{aligned}$ | 0.99 |
| Income groups |  |  |  |  |  |  |  |  |
| High | 29 | 1216 | $\begin{array}{r} 0.74 \\ 71.74 \end{array}$ | $\begin{array}{r} -0.75 \\ -11.76 \end{array}$ | 0.97 | $\begin{array}{r} 0.91 \\ 100.91 \end{array}$ | $\begin{array}{r} -0.89 \\ -19.32 \end{array}$ | 0.99 |
| Upper Middle | 15 | 597 | $\begin{array}{r} 0.96 \\ 175.68 \end{array}$ | $\begin{array}{r} -1.37 \\ -18.69 \end{array}$ | 0.99 | $\begin{array}{r} 1.01 \\ 151.96 \end{array}$ | $\begin{array}{r} -0.93 \\ -12.41 \end{array}$ | 0.99 |
| Lower Middle | 23 | 924 | $\begin{array}{r} 0.97 \\ 157.05 \end{array}$ | $\begin{array}{r} -1.32 \\ -13.58 \end{array}$ | 0.99 | $\begin{array}{r} 0.94 \\ 119.67 \end{array}$ | $\begin{array}{r} -1.43 \\ -13.29 \end{array}$ | 0.99 |
| Low | 31 | 1273 | $\begin{array}{r} 1.00 \\ 177.92 \end{array}$ | $\begin{array}{r} -1.12 \\ -13.46 \end{array}$ | 0.99 | $\begin{array}{r} 1.00 \\ 173.46 \end{array}$ | $\begin{array}{r} -1.01 \\ -13.18 \end{array}$ | 0.99 |
| Inflation Groups |  |  |  |  |  |  |  |  |
| High Inflation | 44 | 1837 | $\begin{array}{r} 0.97 \\ 257.48 \end{array}$ | $\begin{array}{r} -1.47 \\ -19.28 \end{array}$ | 0.99 | $\begin{array}{r} 0.97 \\ 202.99 \end{array}$ | $\begin{array}{r} -1.31 \\ -16.87 \end{array}$ | 0.99 |
| Low Inflation | 53 | 2143 | $\begin{array}{r} 0.60 \\ 56.69 \end{array}$ | $\begin{array}{r} -0.64 \\ -17.42 \end{array}$ | 0.98 | $\begin{array}{r} 0.75 \\ 48.50 \end{array}$ | $\begin{array}{r} -0.68 \\ -19.89 \end{array}$ | 0.98 |
| Inflation Episodes |  |  |  |  |  |  |  |  |
| High Inflation | 44 | 636 | $\begin{array}{r} 0.97 \\ 132.17 \end{array}$ | $\begin{array}{r} -2.02 \\ -10.07 \end{array}$ | 0.99 | $\begin{array}{r} 0.94 \\ 94.08 \end{array}$ | $\begin{aligned} & -1.98 \\ & -9.88 \end{aligned}$ | 0.99 |
| Low Inflation | 97 | 2931 | $\begin{array}{r} 0.91 \\ 208.43 \end{array}$ | $\begin{array}{r} -1.25 \\ -34.35 \end{array}$ | 0.99 | $\begin{array}{r} 0.97 \\ 218.12 \end{array}$ | $\begin{array}{r} -0.95 \\ -29.68 \end{array}$ | 0.99 |

Note: The estimation period is 1960-2004. T-statistics are below the coefficients. An observation is classified as a high inflation episode if inflation exceeded 30 percent in the current or any of the previous four years. A country is classified as high inflation if it had any episode of high inflation from 1960-2004.

Table 5. Group Mean Fully Modified OLS

|  |  | Period d | ded | Period d | ded |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | No. of Countries | m | y | m | y |
| All countries | 98 | 0.60 | -0.85 | 0.95 | -0.97 |
|  |  | 106.77 | -19.06 | 151.72 | -23.54 |
| Regions: |  |  |  |  |  |
| Africa | 32 | 0.78 | -1.23 | 0.83 | -0.52 |
|  |  | 45.90 | -12.50 | 76.50 | -9.34 |
| Asia | 15 | 0.65 | -0.28 | 0.81 | -1.41 |
|  |  | 27.41 | -3.65 | 30.71 | -19.64 |
| Developed | 25 | 0.29 | -0.75 | 1.15 | -1.22 |
|  |  | 32.07 | -7.37 | 94.56 | -10.12 |
| Mideast | 9 | 0.62 | -0.37 | 1.13 | -0.56 |
|  |  | 27.26 | -9.36 | 45.24 | -2.15 |
| Western Hem | 17 | 0.65 | -1.04 | 0.89 | -1.19 |
|  |  | 108.79 | -9.96 | 82.89 | -9.52 |
| Income group |  |  |  |  |  |
| High | 29 | 0.21 | -0.60 | 1.18 | -1.16 |
|  |  | 26.63 | -6.99 | 100.91 | -11.83 |
| Upper-mid | 15 | 0.58 | -1.51 | 0.99 | -1.41 |
|  |  | 54.16 | -13.38 | 60.88 | -13.05 |
| Lower-mid | 23 | 0.82 | -0.62 | 0.75 | -0.92 |
|  |  | 84.61 | -11.76 | 64.76 | -17.72 |
| Low | 31 | 0.81 | -0.93 | 0.85 | -0.61 |
|  |  | 53.43 | -7.96 | 74.04 | -6.08 |
| Inflation grou |  |  |  |  |  |
| High | 44 | 0.79 | -1.14 | 0.88 | -0.90 |
|  |  | 123.60 | -15.56 | 100.12 | -13.08 |
| Low | 53 | 0.45 | -0.62 | 0.99 | -1.03 |
|  |  | 32.83 | -11.86 | 112.48 | -19.92 |

The estimation runs from 1960-2004. T-statistics are below coefficient values. High inflation countries are those in which inflation exceeded 30 percent for even a single year.

Table 6. Group Mean Dynamic OLS


Group mean DOLS using two leads and lags of differences, and Newey-West long run covariances. The estimation runs from 1960-2004. T-statistics are below coefficient values. High inflation countries are those in which inflation exceeded 30 percent for even a single year.

Table 7. Pooled Dynamic OLS

|  | Number of Countries | Total no. of Observations | Period dummies excluded |  |  | Period dummies included |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Relative <br> Money | Relative <br> Income | Adjusted R-squared | Relative <br> Money | Relative Income | Adjusted R-squared |
| All | 98 | 3523 | $\begin{array}{r} 0.96 \\ 269.92 \end{array}$ | $\begin{array}{r} -1.31 \\ -28.18 \end{array}$ | 0.99 | $\begin{array}{r} 0.98 \\ 247.56 \end{array}$ | $\begin{array}{r} -1.09 \\ -24.11 \end{array}$ | 0.99 |
| Regions |  |  |  |  |  |  |  |  |
| Africa | 32 | 1127 | $\begin{array}{r} 1.01 \\ 121.08 \end{array}$ | $\begin{array}{r} -1.37 \\ -16.49 \end{array}$ | 0.99 | $\begin{array}{r} 1.00 \\ 126.89 \end{array}$ | $\begin{array}{r} -1.10 \\ -15.86 \end{array}$ | 0.99 |
| Asia | 15 | 523 | $\begin{array}{r} 0.72 \\ 30.34 \end{array}$ | $\begin{array}{r} -1.00 \\ -12.31 \end{array}$ | 0.97 | $\begin{array}{r} 0.56 \\ 14.75 \end{array}$ | $\begin{array}{r} -1.07 \\ -12.80 \end{array}$ | 0.98 |
| Developed Countries | 25 | 945 | $\begin{array}{r} 0.79 \\ 59.18 \end{array}$ | $\begin{aligned} & -0.53 \\ & -5.45 \end{aligned}$ | 0.98 | $\begin{array}{r} 0.94 \\ 80.76 \end{array}$ | $\begin{aligned} & -0.49 \\ & -6.84 \end{aligned}$ | 0.99 |
| Middle East | 9 | 283 | $\begin{array}{r} 0.86 \\ 47.70 \end{array}$ | $\begin{aligned} & -0.58 \\ & -3.73 \end{aligned}$ | 0.97 | $\begin{array}{r} 1.01 \\ 53.17 \end{array}$ | $\begin{aligned} & -0.45 \\ & -3.56 \end{aligned}$ | 0.98 |
| Western Hemisphere | 17 | 645 | $\begin{array}{r} 0.97 \\ 154.73 \end{array}$ | $\begin{aligned} & -0.65 \\ & -3.67 \end{aligned}$ | 0.99 | $\begin{array}{r} 0.95 \\ 111.18 \end{array}$ | $\begin{aligned} & -0.29 \\ & -1.59 \end{aligned}$ | 0.99 |
| Income groups |  |  |  |  |  |  |  |  |
| High | 29 | 1071 | $\begin{array}{r} 0.77 \\ 68.20 \end{array}$ | $\begin{array}{r} -0.76 \\ -10.56 \end{array}$ | 0.98 | $\begin{array}{r} 0.94 \\ 99.65 \end{array}$ | $\begin{array}{r} -0.92 \\ -18.22 \end{array}$ | 0.99 |
| Upper Middle | 15 | 525 | $\begin{array}{r} 0.96 \\ 172.79 \end{array}$ | $\begin{array}{r} -1.26 \\ -15.24 \end{array}$ | 0.99 | $\begin{array}{r} 1.01 \\ 156.02 \end{array}$ | $\begin{aligned} & -0.73 \\ & -9.23 \end{aligned}$ | 1.00 |
| Lower Middle | 23 | 809 | $\begin{array}{r} 0.96 \\ 131.23 \end{array}$ | $\begin{array}{r} -1.38 \\ -12.38 \end{array}$ | 0.99 | $\begin{array}{r} 0.93 \\ 101.63 \end{array}$ | $\begin{array}{r} -1.50 \\ -12.23 \end{array}$ | 0.99 |
| Low | 31 | 1118 | $\begin{array}{r} 1.00 \\ 135.12 \end{array}$ | $\begin{array}{r} -1.11 \\ -10.73 \end{array}$ | 0.99 | $\begin{array}{r} 0.99 \\ 132.61 \end{array}$ | $\begin{aligned} & -0.93 \\ & -9.86 \end{aligned}$ | 0.99 |
| Inflation Groups |  |  |  |  |  |  |  |  |
| High Inflation | 44 | 1620 | $\begin{array}{r} 0.97 \\ 213.83 \end{array}$ | $\begin{array}{r} -1.41 \\ -15.35 \end{array}$ | 0.99 | $\begin{array}{r} 0.95 \\ 171.61 \end{array}$ | $\begin{array}{r} -1.16 \\ -12.64 \end{array}$ | 0.99 |
| Low Inflation | 53 | 1878 | $\begin{array}{r} 0.65 \\ 54.38 \end{array}$ | $\begin{array}{r} -0.69 \\ -16.50 \end{array}$ | 0.98 | $\begin{array}{r} 0.80 \\ 47.26 \end{array}$ | $\begin{array}{r} -0.71 \\ -18.70 \end{array}$ | 0.98 |
| Inflation Episodes |  |  |  |  |  |  |  |  |
| High Inflation | 44 | 607 | $\begin{array}{r} 0.97 \\ 115.05 \end{array}$ | $\begin{aligned} & -1.66 \\ & -7.30 \end{aligned}$ | 0.99 | $\begin{array}{r} 0.94 \\ 83.31 \end{array}$ | $\begin{aligned} & -1.54 \\ & -6.72 \end{aligned}$ | 0.99 |
| Low Inflation | 97 | 2578 | $\begin{array}{r} 0.92 \\ 203.18 \end{array}$ | $\begin{array}{r} -1.26 \\ -31.13 \end{array}$ | 0.99 | $\begin{array}{r} 0.98 \\ 218.01 \end{array}$ | $\begin{array}{r} -0.97 \\ -27.96 \end{array}$ | 0.99 |

Note: The estimation period is 1960-2004. T-statistics are below the coefficients. Two leads and lags of the regressors are included. An observation is classified as a high inflation episode if inflation exceeded 30 percent in the current or any of the previous four years. A country is classified as high inflation if it had any episode of high inflation from 1960-2004.
Table 8. Out-of-Sample Forecast: One-Year-Ahead-Forecast

| Root Mean Squared Error |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Models | All | Regions |  |  |  |  | Income Groups |  |  |  | Inflation |  |  |
|  |  | Africa | Developed |  | Middle Western East Hemishere |  |  | Lower | Upper |  | Groups |  | Episodes |
|  |  |  | Asia | Countries |  |  | Low | Middle | Middle | High | Low | High | Low |
| A) Random walk | 0.514 | 0.457 | 0.131 | 0.163 | 0.418 | 1.051 | 0.650 | 0.614 | 0.462 | 0.151 | 0.147 | 0.750 | 0.179 |
| B) Random walk with drift | 0.464 | 0.394 | 0.122 | 0.148 | 0.410 | 0.959 | 0.594 | 0.545 | 0.393 | 0.151 | 0.144 | 0.674 | 0.190 |
| C) Monetary model in levels | 0.695 | 0.695 | 0.453 | 0.521 | 0.689 | 1.047 | 0.751 | 0.858 | 0.529 | 0.517 | 0.468 | 0.834 | 0.312 |
| D) Error correction model (pooled) | 0.466 | 0.396 | 0.123 | 0.147 | 0.409 | 0.981 | 0.604 | 0.546 | 0.395 | 0.154 | 0.144 | 0.680 | 0.192 |
| E) Monetary model in growth rates (estimated) | 0.302 | 0.313 | 0.121 | 0.142 | 0.379 | 0.440 | 0.453 | 0.298 | 0.254 | 0.144 | 0.144 | 0.408 | 0.177 |
| F) Monetary model in growth rates (imposed) | 0.280 | 0.311 | 0.143 | 0.163 | 0.352 | 0.413 | 0.362 | 0.289 | 0.235 | 0.158 | 0.157 | 0.380 | 0.185 |
| Proportion of Correct Direction Forecasted |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Regions |  |  |  |  |  |  | Income Groups |  |  |  | Inflation |  |  |
|  |  |  |  | Developed | Middle | Western |  | Lower | Upper |  | Group |  | Episodes |
| Models | All | Africa | Asia | Countries | East | Hemishere | Low | Middle | Middle | High | Low | High | Low |
| A) Random walk | $\cdots$ | $\cdots$ | $\ldots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\ldots$ | $\ldots$ | $\cdots$ | $\cdots$ | $\cdots$ |
| B) Random walk with drift | 0.677 | 0.683 | 0.713 | 0.531 | 0.611 | 0.918 | 0.723 | 0.786 | 0.722 | 0.524 | 0.594 | 0.780 | 0.628 |
| C) Monetary model in levels | 0.519 | 0.439 | 0.420 | 0.503 | 0.460 | 0.688 | 0.487 | 0.598 | 0.586 | 0.518 | 0.462 | 0.560 | 0.545 |
| D) Error correction model (pooled) | 0.678 | 0.678 | 0.731 | 0.547 | 0.673 | 0.864 | 0.690 | 0.781 | 0.744 | 0.531 | 0.608 | 0.759 | 0.636 |
| E) Monetary model in growth rates (estimated) | 0.637 | 0.657 | 0.710 | 0.499 | 0.628 | 0.789 | 0.682 | 0.736 | 0.674 | 0.478 | 0.572 | 0.744 | 0.588 |
| F) Monetary model in growth rates (imposed) | 0.635 | 0.647 | 0.640 | 0.511 | 0.637 | 0.824 | 0.685 | 0.714 | 0.692 | 0.494 | 0.550 | 0.739 | 0.579 |

Note: Models C-D are estimated with pooled equations. In model F, the theoretical elasticities on money and output are imposed as plus and minus unity. Initial estimation period is from $1960-83$ for 98 countries. country if it did not have any episode of high inflation from 1960-2004.
Table 9. Theil Statistic: One-Year-Ahead-Forecast

| Theil U-Statistic with respect to Random Walk |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Models | All | Regions |  |  |  |  | Income Groups |  |  |  | Inflation |  |  |
|  |  |  |  | Developed | Middle | Western |  | Lower | Upper |  | Grou |  | Episodes |
|  |  | Africa | Asia | Countries | East | Hemishere | Low | Middle | Middle | High | Low | High | Low |
| A) Random walk | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
| B) Random walk with drift | 0.902 *** | 0.862 *** | 0.936 *** | 0.906 | 0.981 | 0.912 *** | 0.914 *** | 0.889 *** | 0.851 *** | 1.004 | 0.980 | 0.898 *** | 1.061 *** |
| C) Monetary model in levels | 1.352 | 1.520 | 3.468 | 3.199 | 1.647 | 0.996 | 1.155 | 1.398 | 1.145 | 3.429 | 3.184 | 1.112 | 1.743 |
| D) Error correction model (pooled) | 0.907 *** | 0.867 *** | 0.939 *** | 0.904 | 0.978 | 0.933 *** | 0.930 *** | 0.889 *** | 0.855 *** | 1.020 | 0.978 *** | 0.906 *** | 1.075 *** |
| E) Monetary model in growth rates (estimated) | 0.587 *** | 0.685 *** | 0.927 *** | 0.874 | 0.906 | 0.419 *** | 0.697 *** | 0.486 *** | 0.549 *** | 0.957 | 0.980 | 0.544 *** | 0.991 *** |
| F) Monetary model in growth rates (imposed) | 0.544 *** | 0.681 *** | 1.097 *** | 1.002 | 0.842 ** | 0.393 *** | 0.557 *** | 0.470 *** | 0.508 *** | 1.048 | 1.065 *** | 0.506 *** | 1.034 *** |
| Theil U-Statistic with respect to Random Walk with Drift |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Models | All | Regions |  |  |  |  | Income Groups |  |  |  | Inflation |  |  |
|  |  | Africa $\quad$ AsiaDeveloped <br> Countries |  |  | Middle | $\begin{array}{r} \text { Western } \\ \text { Hemishere } \\ \hline \end{array}$ | Low $\begin{array}{ccc}\text { Lower } & \begin{array}{c}\text { Upper } \\ \text { Middle }\end{array} & \begin{array}{c}\text { Middle }\end{array}\end{array}$ |  |  | High | Groups |  | Episodes |
|  |  |  |  |  | East |  |  |  |  | Low | High | Low |
| A) Random walk | 1.109 | 1.161 | 1.068 | 1.103 *** | 1.019 | 1.096 | 1.094 | 1.125 | 1.176 |  | 0.996 *** | 1.020 *** | 1.114 | 0.943 |
| B) Random walk with drift | $\ldots$ | ... | $\cdots$ | ... | ... | ... | ... | ... | ... | $\cdots$ | $\cdots$ | ... | $\ldots$ |
| C) Monetary model in levels | 1.499 | 1.764 | 3.703 | 3.529 | 1.678 | 1.092 | 1.263 | 1.573 | 1.346 | 3.415 | 3.247 | 1.238 | 1.643 |
| D) Error correction model (pooled) | 1.005 | 1.006 | 1.003 | 0.998 *** | 0.997 *** | 1.023 | 1.017 | 1.000 | 1.005 * | 1.015 | 0.998 *** | 1.009 | 1.014 |
| E) Monetary model in growth rates (estimated) | 0.651 *** | 0.795 *** | 0.990 * | 0.964 | 0.924 ** | 0.459 *** | 0.763 *** | 0.547 *** | 0.645 *** | 0.953 | 0.999 | 0.605 *** | 0.934 |
| F) Monetary model in growth rates (imposed) | 0.603 ** | 0.790 | 1.172 | 1.106 | 0.859 | 0.431 *** | 0.610 * | 0.529 | 0.597 *** | 1.044 | 1.086 | 0.564 *** | 0.974 |

Table 10. Out-of-Sample Forecast: One-Year-Ahead-Forecast (demeaned data)

| Root Mean Squared Error |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Models | Regions |  |  |  |  |  | Income Groups |  |  |  | Inflation |  |  |
|  | All |  | Developed |  | Middle Western East Hemishere |  |  | Lower | Upper |  | Groups |  | Episodes |
|  |  | Africa | Asia | Countries |  |  | Low | Middle | Middle | High | Low | High | Low |
| A) Random walk | 0.487 | 0.414 | 0.103 | 0.119 | 0.381 | 0.870 | 0.607 | 0.551 | 0.414 | 0.111 | 0.121 | 0.681 | 0.191 |
| B) Random walk with drift | 0.449 | 0.362 | 0.105 | 0.095 | 0.382 | 0.850 | 0.566 | 0.510 | 0.372 | 0.107 | 0.118 | 0.642 | 0.192 |
| C) Monetary model in levels | 0.663 | 0.693 | 0.430 | 0.348 | 0.522 | 1.042 | 0.719 | 0.882 | 0.516 | 0.341 | 0.467 | 0.841 | 0.348 |
| D) Error correction model (pooled) | 0.451 | 0.362 | 0.104 | 0.089 | 0.394 | 0.864 | 0.577 | 0.509 | 0.373 | 0.108 | 0.118 | 0.646 | 0.193 |
| E) Monetary model in growth rates (estimated) | 0.300 | 0.315 | 0.104 | 0.084 | 0.350 | 0.429 | 0.468 | 0.307 | 0.245 | 0.096 | 0.117 | 0.450 | 0.166 |
| F) Monetary model in growth rates (imposed) | 0.269 | 0.296 | 0.125 | 0.119 | 0.328 | 0.388 | 0.350 | 0.278 | 0.226 | 0.105 | 0.126 | 0.372 | 0.164 |
| Proportion of Correct Direction Forecasted |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Regions |  |  |  |  |  |  | Income Groups |  |  |  | Inflation |  |  |
|  |  |  |  | Developed | Middle | Western |  | Lower | Upper |  | Grou |  | Episodes |
| Models | All | Africa | Asia | Countries | East | Hemishere | Low | Middle | Middle | High | Low | High | Low |
| A) Random walk | ... | ... | $\cdots$ | $\cdots$ | $\ldots$ | $\ldots$ | $\cdots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| B) Random walk with drift | 0.740 | 0.756 | 0.608 | 0.679 | 0.673 | 0.570 | 0.779 | 0.731 | 0.656 | 0.625 | 0.593 | 0.682 | 0.769 |
| C) Monetary model in levels | 0.510 | 0.383 | 0.385 | 0.527 | 0.628 | 0.599 | 0.464 | 0.588 | 0.568 | 0.511 | 0.387 | 0.612 | 0.518 |
| D) Error correction model (pooled) | 0.731 | 0.723 | 0.608 | 0.681 | 0.619 | 0.563 | 0.706 | 0.729 | 0.696 | 0.614 | 0.596 | 0.689 | 0.759 |
| E) Monetary model in growth rates (estimated) | 0.740 | 0.777 | 0.594 | 0.723 | 0.681 | 0.753 | 0.781 | 0.721 | 0.696 | 0.627 | 0.636 | 0.749 | 0.784 |
| F) Monetary model in growth rates (imposed) | 0.737 | 0.723 | 0.573 | 0.681 | 0.637 | 0.771 | 0.757 | 0.736 | 0.700 | 0.590 | 0.596 | 0.780 | 0.759 |

[^6]Table 11. Theil Statistic: One-Year-Ahead-Forecast (demeaned data)

| Theil U-Statistic with respect to Random Walk |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Models | All | Regions |  |  |  |  | Income Groups |  |  |  | Inflation |  |  |
|  |  | Africa | Asia | Developed Countries | $\begin{array}{r} \hline \text { Middle } \\ \text { East } \end{array}$ | $\begin{array}{r} \text { Western } \\ \text { Hemishere } \\ \hline \end{array}$ | Low $\begin{array}{r}\text { Lower } \\ \text { Middle }\end{array}$ |  | Upper Middle | High | Groups |  | Episodes |
|  |  |  |  |  |  |  |  |  | Low |  | High | Low |
| A) Random walk | ... | ... | ... | ... | ... | ... | ... | $\ldots$ |  | ... | ... | $\ldots$ | ... | ... |
| B) Random walk with drift | 0.923 *** | 0.875 *** | 1.011 * | 0.797 *** | 1.003 ** | 0.977 *** | 0.931 *** | 0.926 *** | 0.899 *** | 0.966 | 0.979 *** | 0.943 *** | 1.002 *** |
| C) Monetary model in levels | 1.361 | 1.672 | 4.157 | 2.933 | 1.368 | 1.197 | 1.184 | 1.601 | 1.248 | 3.068 | 3.864 | 1.235 | 1.817 |
| D) Error correction model (pooled) | 0.926 *** | 0.873 *** | 1.004 ** | 0.754 *** | 1.033 | 0.993 *** | 0.950 *** | 0.924 *** | 0.902 *** | 0.971 | 0.979 *** | 0.949 *** | 1.008 *** |
| E) Monetary model in growth rates (estimated) | 0.616 *** | 0.759 *** | 1.001 *** | 0.711 *** | 0.918 *** | 0.493 *** | 0.771 *** | 0.558 *** | 0.592 *** | 0.865 *** | 0.965 *** | 0.661 *** | 0.869 *** |
| F) Monetary model in growth rates (imposed) | 0.553 *** | 0.714 *** | 1.205 * | 1.000 *** | 0.860 *** | 0.446 *** | 0.576 *** | 0.504 *** | 0.546 *** | 0.945 *** | 1.041 *** | 0.546 *** | 0.858 *** |
| Theil U-Statistic with respect to Random Walk with Drift |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | Regions |  |  |  |  | Income Groups |  |  |  | Inflation |  |  |
|  |  | Africa $\quad$ Asia $\begin{gathered}\text { Developed } \\ \text { Countries }\end{gathered}$ |  |  | Middle | WesternHemishere | Lower Upper |  |  |  | Groups |  | Episodes |
| Models | All |  |  |  | East |  | Low | Middle | Middle | High | Low | High | Low |
| A) Random walk | 1.083 | 1.143 | 0.989 | 1.255 | 0.997 | 1.024 | 1.074 | 1.080 | 1.112 | 1.035 ** | 1.021 | 1.060 | 0.998 |
| B) Random walk with drift | ... | ... | $\ldots$ | ... | $\ldots$ | ... | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | ... | $\ldots$ | ... |
| C) Monetary model in levels | 1.475 | 1.912 | 4.111 | 3.682 | 1.364 | 1.226 | 1.271 | 1.729 | 1.388 | 3.177 | 3.945 | 1.309 | 1.814 |
| D) Error correction model (pooled) | 1.003 | 0.999 | 0.993 | 0.947 | 1.030 | 1.017 | 1.020 | 0.998 | 1.003 *** | 1.006 | 1.000 | 1.006 | 1.006 |
| E) Monetary model in growth rates (estimated) | 0.667 *** | 0.868 *** | 0.990 *** | 0.893 *** | 0.916 ** | 0.505 *** | 0.828 *** | 0.602 *** | 0.658 *** | 0.895 *** | 0.985 *** | 0.701 *** | 0.868 *** |
| F) Monetary model in growth rates (imposed) | 0.599 *** | 0.817 ** | 1.192 | 1.255 | 0.857 | 0.457 *** | 0.618 *** | 0.545 *** | 0.607 *** | 0.979 | 1.063 | 0.579 *** | 0.857 *** |

Note: Bolded values represent models that outperform the random walk (top panel) and random walk with drift (bottom panel). The asterisks denote significant Theil statistics, at one percent ( ${ }^{* * *)}$, five percent ( ${ }^{* *}$ ), and ten percent $\left({ }^{*}\right.$ ) significance levels.
The Clark-West test is used for nested models and the Diebold-Mariano test for non-nested models.
Table 12. Out-of-Sample Forecast: Five-Year-Ahead-Forecast

| Root Mean Squared Error |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Models | Regions |  |  |  |  |  | Income Groups |  |  |  | Inflation |  |  |
|  | All | Developed |  |  | $\begin{array}{r}\text { Middle } \begin{array}{r}\text { Western } \\ \text { East Hemishere }\end{array} \\ \hline\end{array}$ |  | Low $\begin{gathered}\text { Lower } \\ \text { Middle }\end{gathered}$ |  | Upper Middle | High | Groups |  | Episodes |
|  |  | Africa | Asia | Countries |  |  | Low | High |  |  | Low |
| A) Random walk | 1.814 | 1.748 | 0.369 | 0.496 | 0.966 | 3.566 |  |  | 2.249 | 2.288 | 1.590 | 0.333 | 0.358 | 2.673 | 0.432 |
| B) Random walk with drift | 1.521 | 1.369 | 0.294 | 0.359 | 0.899 | 3.081 | 1.908 | 1.920 | 1.206 | 0.337 | 0.330 | 2.235 | 0.632 |
| C) Monetary model in levels | 0.590 | 0.488 | 0.351 | 0.422 | 0.595 | 0.928 | 0.530 | 0.809 | 0.333 | 0.415 | 0.360 | 0.737 | 0.465 |
| D) Error correction model (pooled) | 1.654 | 1.471 | 0.275 | 0.401 | 0.947 | 3.608 | 2.113 | 2.084 | 1.362 | 0.379 | 0.336 | 2.473 | 0.631 |
| E) Monetary model in growth rates (estimated) | 0.508 | 0.607 | 0.224 | 0.232 | 0.646 | 0.648 | 0.686 | 0.525 | 0.348 | 0.234 | 0.267 | 0.700 | 0.417 |
| F) Monetary model in growth rates (imposed) | 0.565 | 0.675 | 0.331 | 0.343 | 0.655 | 0.719 | 0.722 | 0.620 | 0.393 | 0.338 | 0.307 | 0.770 | 0.378 |


| Proportion of Correct Direction Forecasted |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Regions |  |  |  |  |  | Income Groups |  |  |  | Inflation |  |  |
|  | All |  | Developed |  | Middle Western East Hemishere |  | Lower |  | Upper |  | Groups |  | Episodes |
| Models |  | Africa | Asia | Countries |  |  | Low | Middle | Middle | High | Low | High | Low |
| A) Random walk | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | ... | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| B) Random walk with drift | 0.707 | 0.645 | 0.772 | 0.606 | 0.630 | 0.967 | 0.680 | 0.898 | 0.708 | 0.582 | 0.645 | 0.783 | 0.646 |
| C) Monetary model in levels | 0.717 | 0.774 | 0.667 | 0.505 | 0.630 | 0.918 | 0.787 | 0.864 | 0.854 | 0.464 | 0.580 | 0.880 | 0.696 |
| D) Error correction model (pooled) | 0.668 | 0.597 | 0.807 | 0.475 | 0.630 | 0.852 | 0.639 | 0.898 | 0.792 | 0.509 | 0.610 | 0.771 | 0.632 |
| E) Monetary model in growth rates (estimated) | 0.793 | 0.790 | 0.825 | 0.646 | 0.667 | 0.934 | 0.828 | 0.886 | 0.833 | 0.636 | 0.685 | 0.867 | 0.639 |
| F) Monetary model in growth rates (imposed) | 0.717 | 0.798 | 0.719 | 0.525 | 0.630 | 0.902 | 0.803 | 0.852 | 0.813 | 0.473 | 0.610 | 0.849 | 0.664 |

Note: Models C-D are estimated with pooled equations. In model F, the theoretical elasticities on money and output are imposed as plus and minus unity. Initial estimation period is from $1960-83$ for 98 countries. Out of sample tests use non-overlapping 5 year forecasts for years 1988, 1993, 1998, and 2003. An observation is classified as a low inflation episode if inflation did not exceed 30 percent in the current or any of the previous four years. A country is classified as a low inflation country if it did not have any episode of high inflation from 1960-2004.
Table 13. Theil Statistic: Five-Year-Ahead-Forecast


[^7]Table 14. Out-of-Sample Forecast: Five-Year-Ahead-Forecasts (demeaned data)
Table 15. Theil Statistic: Five-Year-Ahead-Forecast (demeaned data)

| Theil U-Statistic with respect to Random Walk |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Models | All | Regions |  |  |  |  | Income Groups |  |  |  | Inflation |  |  |
|  |  | Africa | Asia | Developed Countries | MiddleEast | $\begin{array}{r} \text { Western } \\ \text { Hemishere } \\ \hline \end{array}$ | Low | LowerMiddle | $\begin{gathered} \hline \text { Upper } \\ \text { Middle } \end{gathered}$ | High | Groups |  | $\frac{\text { Episodes }}{\text { Low }}$ |
|  |  |  |  |  |  |  |  |  |  |  | Low | High |  |
| A) Random walk | ... | ... | - | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
| B) Random walk with drift | 0.874 *** | 0.806 *** | 1.074 *** | 0.685 *** | 1.018 *** | 0.964 ** | 0.879 *** | 0.885 *** | 0.846 *** | 0.926 *** | 0.950 *** | 0.909 *** | 1.129 *** |
| C) Monetary model in levels | 0.352 *** | 0.309 *** | 1.338 | 0.644 | 0.634 *** | 0.348 * | 0.258 *** | 0.414 *** | 0.299 | 0.801 | 1.114 | 0.326 *** | 0.924 *** |
| D) Error correction model (pooled) | 0.917 *** | 0.842 *** | 0.993 *** | 0.621 *** | 1.306 | 1.051 * | 0.954 *** | 0.915 *** | 0.942 *** | 1.041 ** | 0.951 *** | 0.953 *** | 1.129 *** |
| E) Monetary model in growth rates (estimated) | 0.305 *** | 0.430 *** | 0.796 *** | 0.369 *** | 0.703 *** | 0.222 *** | 0.379 *** | 0.262 *** | 0.258 * | 0.625 *** | 0.737 *** | 0.318 *** | 0.761 *** |
| F) Monetary model in growth rates (imposed) | 0.337 *** | 0.427 *** | 1.178 * | 0.551 *** | 0.717 *** | 0.247 *** | 0.353 *** | 0.313 *** | 0.293 *** | 0.664 *** | 0.839 *** | 0.336 *** | 0.548 *** |
| Theil U-Statistic with respect to Random Walk with Drift |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | Regions |  |  |  |  | Income Groups |  |  |  | Inflation |  |  |
|  |  |  |  | Developed | Middle | Western |  | Lower | Upper |  | Gro |  | Episodes |
| Models | All | Africa | Asia | Countries | East | Hemishere | Low | Middle | Middle | High | Low | High | Low |
| A) Random walk | 1.144 | 1.241 | 0.931 | 1.460 | 0.982 | 1.038 | 1.137 | 1.130 | 1.182 | 1.080 | 1.052 | 1.100 | 0.886 |
| B) Random walk with drift | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
| C) Monetary model in levels | 0.402 *** | 0.383 *** | 1.246 | 0.940 | 0.623 | 0.362 | 0.293 *** | 0.468 *** | 0.353 | 0.865 | 1.172 | 0.359 *** | 0.818 *** |
| D) Error correction model (pooled) | 1.049 | 1.045 | 0.925 ** | 0.907 | 1.282 | 1.090 | 1.085 | 1.034 | 1.113 | 1.124 | 1.000 | 1.048 | 1.000 *** |
| E) Monetary model in growth rates (estimated) | 0.349 *** | 0.533 *** | 0.741 *** | 0.538 *** | 0.690 * | 0.230 *** | 0.431 *** | 0.296 *** | 0.305 | 0.675 * | 0.775 *** | 0.350 *** | 0.674 *** |
| F) Monetary model in growth rates (imposed) | 0.386 *** | 0.529 *** | 1.097 | 0.804 | 0.704 ** | 0.257 *** | 0.401 *** | 0.354 *** | 0.346 | 0.717 ** | 0.882 | 0.370 *** | 0.485 *** |

Note: Bolded values represent models that outperform the random walk (top panel) and random walk with drift (bottom panel). The asterisks denote significant Theil statistics, at one percent ( ${ }^{* * *)}$, five percent $\left({ }^{* *}\right)$, and ten percent ( ${ }^{*}$ ) significance levels.

Table 16. Drift Rates

|  | Drift rate |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Exchange rate |  |  |  | Money | Output |
|  | 1960-1984 | 1984-2004 |  |  | 1984-2004 |  |
| Drift rate |  |  |  |  |  |  |
| Relative money, 1960-1983 | $\begin{gathered} 0.949 \\ 24.385 \end{gathered}$ |  |  |  | $\begin{aligned} & 1.336 \\ & 6.599 \end{aligned}$ |  |
| Relative output, 1960-1983 | $\begin{aligned} & -0.919 \\ & -5.422 \end{aligned}$ |  |  |  |  | $\begin{aligned} & 0.161 \\ & 1.694 \end{aligned}$ |
| Relative money, 1984-2004 |  | $\begin{gathered} 1.010 \\ 43.564 \end{gathered}$ |  | $\begin{gathered} 1.022 \\ 35.451 \end{gathered}$ |  |  |
| Relative output, 1984-2004 |  | $\begin{aligned} & -1.310 \\ & -5.131 \end{aligned}$ |  | $\begin{aligned} & -1.289 \\ & -5.007 \end{aligned}$ |  |  |
| Exchange rate, 1960-1983 |  |  | $\begin{aligned} & 1.334 \\ & 6.394 \end{aligned}$ | $\begin{aligned} & -0.049 \\ & -0.755 \end{aligned}$ |  |  |
| Adjusted R-Squared | 0.864 | 0.955 | 0.291 | 0.955 | 0.305 | 0.019 |

Figure 1. Out-of-sample Forecasts and Drift Rates


Source: International Financial Statistics and authors' calculations.

## List of Countries

African countries: BDI, BEN, BFA, BWA, CAF, CIV, CMR, COG, DZA, GAB, GHA, GMB, KEN, LBY, MAR, MDG, MLI, MRT, MWI, NER, NGA, RWA, SDN, SEN, SLE, SWZ, SYC, TCD, TGO, TUN, TZA, UGA, ZAR, ZMB.

Asian countries: BGD, CHN, FJI, IDN, IND, KOR, LKA, MMR, MYS, NPL, PAK, PHL, PNG, SGP, THA.

Developed countries: AUS, AUT, BEL, CAN, CHE, DEU, DNK, ESP, FIN, FRA, GBR, GRC, IRL, ISL, ITA, JPN, LUX, MLT, NLD, NOR, NZL, PRT, SWE, TUR, ZAF.

Middle-eastern countries: ARE, CYP, EGY, IRN, ISR, JOR, KWT, SAU, SYR.
Western Hemisphere countries: ARG, BHS, BOL, BRA, BRB, CHL, COL, CRI, ECU, GUY, JAM, MEX, NIC, PER, TTO, URY, VEN.

High income countries: ARE, AUS, AUT, BEL, BHS, CAN, CHE, CYP, DEU, DNK, ESP, FIN, FRA, GBR, GRC, IRL, ISL, ISR, ITA, JPN, KOR, KWT, LUX, NLD, NOR, NZL, PRT, SGP, SWE.

Upper middle income countries: ARG, BRB, BWA, CHL, CRI, GAB, LBY, MEX, MLT, MYS, SAU, SYC, TTO, URY, VEN.

Lower middle income countries: BOL, BRA, CHN, COL, DZA, ECU, EGY, FJI, GUY, IDN, IRN, JAM, JOR, LKA, MAR, PER, PHL, SWZ, SYR, THA, TUN, TUR, ZAF.

Low income countries: BDI, BEN, BFA, BGD, CAF, CIV, CMR, COG, GHA, GMB, IND, KEN, MDG, MLI, MMR, MRT, MWI, NER, NGA, NIC, NPL, PAK, PNG, RWA, SDN, SEN, SLE, TCD, TGO, ZAR, ZMB.

High inflation countries: ARG, BDI, BEN, BOL, BRA, BRB, CHL, CMR, COG, COL, CRI, DZA, ECU, GAB, GHA, GMB, IDN, IRN, ISL, ISR, JAM, KEN, MDG, MEX, MMR, MWI, NER, NGA, NIC, PER, PHL, RWA, SAU, SDN, SEN, SLE, SYR, TCD, TGO, TUR, URY, VEN, ZAR, ZMB

Low inflation countries: AUS, AUT, BEL, BFA, BGD, BHS, BWA, CAF, CAN, CHE, CHN, CIV, CYP, DEU, DNK, EGY, ESP, FIN, FJI, FRA, GBR, GRC, GUY, IND, IRL, ITA, JOR, JPN, KOR, KWT, LBY, LKA, LUX, MAR, MLI, MLT, MRT, MYS, NLD, NOR, NPL, NZL, PAK, PNG, PRT, SGP, SWE, SWZ, SYC, THA, TTO, TUN, ZAF.
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[^1]:    ${ }^{1}$ See Frenkel (1976), Bilson (1978, 1979), Frankel (1979) and Dornbusch (1976).

[^2]:    ${ }^{2}$ However, Cheung and Lai (1995) point out that the "empirical size of the ADF test is not sensitive to nuisance AR and MA parameters over a rather wide range of their values, provided that a sufficiently large lag order is employed in the test to capture dependence-the usual condition required for applying the ADF test. It follows that the use of simple random walk processes can still yield reasonable reliable and accurate estimate of finite sample critical values."

[^3]:    ${ }^{3}$ See Groen and Kleibergen (2003) and Larsen, Lyhagen and Lothgren (2001) for examples.

[^4]:    ${ }^{4}$ One branch of the literature points out that the final data available today may have been revised several times since it was first published (Faust, Rogers, and Wright; 2001). Thus, forecasts at the time could have been made based on different vintages of the data. However, obtaining even final data is a challenge for some countries and we don't anticipate finding vintage data for all countries in our dataset.
    ${ }^{5}$ Somanath (1986) studies a model of the form $S_{t}-S_{t-1}=a\left(\bar{s}_{t}-S_{t-1}\right)+e_{t}$ and shows it can beat the random walk out-of-sample. Somanath's model can be though of as a hybrid of the error correction model and monetary model in growth rates, because the exchange rate change is an adjustment toward equilibrium as in an error correction model, but the equilibrium is given by the date $t$ monetary fundamentals. Yet another hybrid model would be one that includes both the changes of monetary fundamentals and the lagged equilibrium error. Both of these hybrid models are beyond the scope of this paper, but remain candidates for future research.

[^5]:    ${ }^{6}$ In an earlier version of the paper, we examined the forecasts from individual country estimation (full heterogeneous coefficient estimates) and found them inferior to forecasts from panel estimation (pooling coefficient estimates except for the country specific intercept) for all of the monetary models (levels, growth rates, and error correction).

[^6]:    Note: Models C-D are estimated with pooled equations. In model F, the theoretical elasticities on money and output are imposed as plus and minus unity. Initial estimation period is from $1960-83$ for 98 countries. Forecasts run from 1984 to 2004. An observation is classified as a low inflation episode if inflation did not exceed 30 percent in the current or any of the previous four years. A country is classified as a low inflation country if it did not have any episode of high inflation from 1960-2004.

[^7]:    Note: Bolded values represent models that outperform the random walk (top panel) and random walk with drift (bottom panel). The asterisks denote significant Theil statistics, at one percent (***), five percent (**), and ten percent (*) significance levels.
    The Clark-West test is used for nested models and the Diebold-Mariano test for non-nested models.

