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I.   INTRODUCTION 

Developing techniques to assess the vulnerability of fixed exchange rates and predict currency 
crises has been a research program at least since the early 1980s. A few years earlier, the first 
theoretical models of speculative attacks on asset price-fixing schemes were developed, 
prompting researchers to think about crises as rational events.2  Soon thereafter, important 
countries and regions experienced major currency crises. The crises in Europe (1991–92) were 
unforeseen for the most part, affecting countries that were thought to be immune. New 
theoretical models were developed stressing that attacks on fixed exchange rates could be self-
fulfilling.3 Later crises in Latin America (e.g., Mexico 1994–95, Brazil 1999, Argentina 2001), 
Asia (e.g., Thailand, South Korea, Indonesia 1997–98), and Russia 1998 raised new issues.  
Some of these currency crises were accompanied by banking and sovereign debt crises. All 
increased the demand by policy makers and the financial industry for methods to predict—or at 
least better understand—crises. 
 
The empirical literature on predicting currency crises has taken several directions. One branch 
has explored structural models. Blanco and Garber (1986) were the first to apply the speculative 
attack model to a country experience. They produced time-series estimates of the one-quarter-
ahead probability of devaluation leading up to the 1976 and 1982 Mexican devaluations. Cumby 
and Van Wijnbergen (1989) used a structural model to estimate monthly collapse probabilities 
leading up to the end of Argentina’s crawling peg in 1981. Goldberg (1994) used a structural 
model to estimate devaluation probabilities for the Mexican peso over the period 1980–86. 
These studies provide insights about specific currency-crisis episodes and the merits of 
structural models.  
 
A second branch has used panel data and discrete-variable techniques to predict crisis events in 
a sample of countries. Much of this literature constructs a foreign-exchange market pressure 
index, defined as a weighted sum of percentage changes in nominal exchange rates, 
international reserves and (sometimes) interest rates, and defines a currency crisis as occurring 
when the pressure index exceeds some threshold. Eichengreen, Rose and Wyplosz (1995) first 
adopted this approach in their logit analysis of exchange market crises in twenty OECD 
countries over the 1959–93 period.  
 
Other discrete choice models have not relied on the pressure index. For example, Frankel and 
Rose (1996) defined a currency crisis as occurring when a country’s currency depreciates at 
least 25 percent against the U.S. dollar and exceeds any depreciation in the previous year by at 
least 10 percent. With that crisis definition, they ran a probit on a panel of annual data for over 
100 developing countries from 1971 through 1992 in order to characterize large currency 
depreciations. 
 
                                                 
2 The intellectual foundation for studying crises was built by Salant and Henderson (1978) in their work on gold 
price-fixing schemes. Krugman (1979) then developed a model of a perfect-foresight switch from a fixed to a 
floating exchange rate. Flood and Garber (1984) analyzed a stochastic version of an attack on a fixed exchange 
rate. Obstfeld (1984) applied a perfect-foresight version of these models to the case of devaluation.  
 
3 For example, see Obstfeld (1986, 1994), and Wyplosz (1993) and Flood and Marion (2000).  
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A third branch of empirical currency crisis models has relied on signaling methods. In these 
models, individual variables, such as the debt-to-GDP ratio or the real exchange rate, signal that 
a country is potentially in crisis when they exceed a certain threshold. The threshold is adjusted 
to balance type I errors—that the model fails to predict crises that take place—and type II errors 
—that the model predicts crises that never occur. Kaminsky, Lizondo, and Reinhart (1998) used 
the signaling model to evaluate the usefulness of several variables in signaling an impending 
currency crisis. Kaminsky and Reinhart (1999) adopted a signaling approach to examine the 
behavior of sixteen indicators leading up to currency crises, banking crises and twin crises in 
twenty countries over the period 1970–95. In both these studies, a currency crisis occurs when a 
weighted average of exchange-rate changes and international reserve changes exceeds a certain 
threshold.  
 
Presently we leave aside the signaling approach. Since we generate the crises we study, we 
know the correct fundamentals and how they feed into these crises. So we need not study the 
effects of a variety of signaling variables. Our intent is to extend the work of Flood and Marion 
(1999) that provided perspectives on theoretical and empirical work on currency crises over a 
decade ago. They were skeptical of non-structural methods used to predict currency crises, but 
they did not conduct a careful evaluation of those methods nor compare them to a structural 
approach.  The present paper aims to do so. It presents a Monte Carlo study of three methods 
that might be used to predict currency crises. The methods are: 
 
    1. Structural - the method used first by Blanco and Garber (BG) (1986). 
 
    2. Logit  -  the method pioneered by Eichengreen, Rose and Wyplosz (ERW)   
              (1995) and Frankel and Rose (1996).  
 
    3. OLS - the method of ordinary least squares. 

 
Our presentation proceeds as follows. We lay out the speculative attack model developed by 
Krugman (1979) and Flood and Garber (1984), which we call the KFG model. We use the KFG 
model, parameterized by the Mexican experience, to generate data for the Monte Carlo work. 
Our objective is to study how well standard econometric methods recover crisis probabilities in 
this well-known crisis model. Whether this model is true with respect to real-world data is not 
relevant. We use the KFG model to generate many “virtual” currency crises. Along with other 
data, the model produces objectively-correct one-period-ahead probabilities of the currency 
crises.  These probabilities are the period-by-period “actual” probabilities of having a crisis. We 
then estimate crisis probabilities from each of the three empirical approaches, structural, logit, 
and OLS. We examine how closely the estimated probabilities from these three methods match 
the actual probabilities.   
 
Our results suggest that popular methods of predicting currency crises all do reasonably well, 
with some variation, when market fundamentals are explosive. When the fundamentals are 
merely highly variable—but not explosive—the logit method does quite a lot worse than the 
others in one important dimension. All of the methods, however, do quite badly when 
fundamentals are not explosive—hardly better than random guessing. 
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The rest of the paper is organized as follows. In Section II, we lay out the KFG model that we 
use to generate currency-crisis episodes. In Section III, we describe the process that generates 
data from the simulations of crisis episodes. In Section IV, we estimate crisis probabilities using 
the three empirical methods. Section V analyzes how well the estimated probabilities of crisis 
from these methods match the actual probabilities and suggests possible reasons for the 
disappointing formal results. Section VI concludes.  
 

II.   A MODEL OF CURRENCY CRISES 

Our crises are generated by the KFG model, as adapted by Blanco and Garber, BG, (1986) to 
accommodate discrete devaluations. The model produces closed-form solutions for the key 
economic variables and produces actual probabilities of a currency crisis.  The model is well 
known, but we describe it and present example closed-form solutions to provide intuition about 
the data we will generate.   
 
In the model, the monetary authority fixes the exchange rate initially by offering to buy or sell 
international reserves at the fixed rate. In the background is some higher-priority policy that 
makes the fixed rate unsustainable. Since government's commitment to the exchange rate is 
limited, the fixed rate will be abandoned eventually in a foreign-exchange crisis when 
international reserves reach their lower bound. The KFG model is about determining the 
probability distribution for the timing of the crisis. 
 
The action is in the money market: 
 
              ( ) ( ) ( ) ( ) ( )m t p t i t y t w t        ,                         (1) 

 
where ( )m t  is the log high-power domestic money supply at time t, ( )p t  is the log domestic 
price level at t, ( )i t  is the domestic interest rate at t, ( )y t  is the log domestic output at t, ( )w t  is 

a money demand shock at t, and 0  , 0   and 0 


 are fixed parameters. 

We also impose Uncovered Interest Parity, 
 

                 ( ) ( ) ( 1) ( ),ti t i t E s t s t                              (2) 

 
where ( )i t  is the foreign-currency interest rate, ( )s t  the log exchange rate quoted as the 

domestic-currency price of foreign exchange and tE  is the expectations operator conditional on 

full information from time t. 
 
We do not impose Purchasing Power Parity. Instead we set: 
 

                ( ) ( ) ( ) ( )p t p t s t v t    ,                             (3) 
 

where ( )p t  is the log foreign price level and ( )v t is a shock. 
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Log-linearized high-power money is made up of log domestic credit and log  
 
international reserves: 
 
                   ( ) ( ) (1 ) ( ),m t m d t r t                            (4) 
 
where ( )d t is log domestic credit , ( )r t  is log international reserves and m  and  are 
linearization constants. 
 
Substituting (2)-(4) into (1) and rearranging terms gives: 
 
            (1 ) ( ) ( ) [ ( 1) ( )] ( ),tr t s t E s t s t z t                          (5) 

 
where 
 

        ( ) ( ) ( ) ( ) ( ) ( ) ( ).z t m d t p t v t i t y t w t                         (6) 
 
 
is the market fundamental.  We set the lower bound on reserves at ( ) 0r t   .4 
 
The market fundamental is an exogenous forcing variable. For clarity, in this section, we 
assume it follows a random walk with drift   and a white noise random shock ( )u t : 

 
                  ( ) ( 1) ( ).z t z t u t                             (7) 

 
The crisis occurs when foreign exchange reserves are exhausted. At that moment, we assume, 
for now, that the exchange rate is allowed to float freely. Later we let the monetary authority 
devalue the domestic currency when reserves run out. 
 
Define ( )s t to be the shadow exchange rate, the exchange rate that would prevail if reserves 
were at the lower bound, ( ) 0,r t   and the exchange rate were allowed to float freely. Under 
these conditions, 

 
                       0 1( ) ( )s t z t                               (8) 

                                                 
4 There is nothing special about setting ( ) 0r t   as the lower bound. Blanco and Garber set the reserve lower 

bound at an arbitrary constant and then estimate the constant. Since we are generating the data, the reserve lower 
bound is a free parameter. 
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where 0   and 1 1.   When the shadow rate is less than the fixed rate, speculators do not 

attack the fixed rate. A collapse would give them capital losses. They attack when the shadow 
rate equals or exceeds the fixed rate. Thus the fixed exchange rate is abandoned when ( ) ,s t s  
where s  is the fixed rate. 
 
The probability of a crisis next period is therefore the probability that the shadow rate equals or 
exceeds the fixed rate: 
 
                        0 1( ( 1) ) ( ( ) )prob s t s prob z t t s        . 

 
The value of ( )z t where the shadow rate equals the fixed rate is the critical value z . This 

critical value fulfills 0 1 z s   , so 0 1( ) /z s    . 

 
The probability of a crisis next period depends on the state this period. Given the assumed 
forcing process, the state is summarized by the level of the forcing variable ( )z t . We adopt the 
notation: 
                      ( ( )) ( ( 1) | ( ))prob z t prob z t z z t     
or 
 
    ( ( )) ( ( ) ( 1) ) ( ( 1) ( )),prob z t prob z t u t z prob u t z z t                    (9) 
 
where ( ( ))prob z t  is the probability of a crisis at time t+1 based on the state at time t, ( )z t . 
 
In the example, suppose u  has a uniform distribution with upper bound   and lower bound - .  

The pdf is rectangular with height 1/ 2  and base 2 . Then 2~ (0, / 3)u uniform  .             
 
Figure 1 illustrates the probability density of ( )u t and the function relating z(t) to the probability 
of a crisis. Near the origin, there is no shock big enough to push next period’s z  above the 
critical value z . Consequently, the probability of a crisis is zero. As we move to higher values 
of z , it is possible for a shock to push next period’s z above the critical value. Hence there is a 
positive probability of a currency crisis. The complete description of ( ( ))prob z t  is:  
 
         ( ( )) 0prob z t    ,        ( )z t z                         (10a) 

         
( )

( ( ))
2

z t z
prob z t

 


    ,    ( )z z t z                 (10b) 

          ( ( )) 1prob z t   ,      ( )z t z                             (10c) 
 
The function ( ( ))prob z t   is flat at zero below ( )z t    z      at which point the function 

rises linearly with ( )z t  at the rate 1/ 2  . At ( ) ,z t z  if ( ) / (2 ) 1,     the function jumps 
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from ( ) / (2 )     to unity. Notice that for big   or small   , the probability at z  approaches 
0.5.  
 
We have gone through this example to illustrate a point - the probability function may jump at 
the point of the crisis. When we get to our empirical treatment of data from generated crises, we 
should not expect the probability of crisis to go smoothly to unity. 

 
III.   DATA GENERATION 

We use money-market parameters estimated by BG to generate hypothetical data on exchange 
rates, reserves and market fundamentals.  The BG money-market parameters we use are: 
 
        .1.310   quarterly interest-rate semi-elasticity of money demand 
        1.196     income elasticity of money demand. 
 
The money-supply log linearization constants , m  and ,  are taken directly from Mexican data.  
 
The market fundamental is specified in equation (6). The Mexican version of this variable is 
depicted in Figure 2 for the period 1974.Q4-2008.Q4. Recall that there were two “crisis 
periods” in Mexico, the first in the late 1970s and early 1980s as studied by BG and Goldberg, 
the second in 1994–95. The two periods “look different” in terms of ( )z t . The early period had 
a prolonged and dramatic run up in the fundamental. The latter period variable had a sudden 
shock to the fundamental not anticipated in earlier activity. From our inspection of Figure 2, we 
break the ( )z t  data into two experiences—the first 1974:Q4-1986:Q4, the second 1990:Q1-
2008:Q4. 
 
We used the same functional form to characterize the ( )z t  data from the two periods,  
 
                           1 2

ˆ ˆ ˆ( ) ( 1) ( )z t z t t                      (11) 

 
 
Our estimates of this process are: 
 

 

Estimate R-squared Estimate R-squared

θ(1) 0.199 0.970 0.556 0.8453 
[1.111] [0.718]

θ(2) 1.064 0.898
[0.027] [0.045]

1974Q4-1986Q4 1990Q1-2008Q4
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We conduct two separate sets of simulations, one with parameters and residuals from the early 
period and another with parameters and residuals from the later period. The distribution of the 
residuals from each period is portrayed as a histogram in Figures 3a and 3b. The estimated ˆ( )t  
from equation (11) are next put into an imaginary "urn". Each time we generate a z , we draw 
an ̂  from the urn with replacement.  We generated the z  by taking a "start value," z(0), from 
the Mexican data. For each estimation, we generate 1,000 episodes.5 Each episode has 100 
observations. We reference the generated fundamentals as 
 
                        ( , ),z j t   1,...,1000,j    1,...,100.t    
 
The other data series are built from the ( , )z j t  . 6 The fixed exchange rate is specific to each 
episode and is set so that the shadow rate does not exceed the fixed rate until about half way 
through the sample.7  
 
Devaluation Crises 
 
We also consider the government policy in which a crisis results in a devaluation rather than a 
switch to a flexible exchange rate. For this policy choice, the authority devalues the currency 
when the fixed rate is unsustainable, i.e., when ( )s t s  . The devaluation size is determined by 
a rule. We investigate two rules: 
 

1. A state-contingent rule similar to the one estimated in BG:8       
            ( 1, ) ( , ) 1.96 ( 1).s t j s t j t      
 
2. A devaluation of 50 percent not conditional on the state.    

 
IV.   ESTIMATING CRISIS PROBABILITIES  

In this section we estimate currency-crisis probabilities in three ways. The goal is to compare 
the estimates of step-ahead crisis probabilities produced by each of these empirical methods 
with the actual probabilities calculated as above. 
 
 

                                                 
5 We also ran some of our estimates with 2500 episodes and it made little difference. 
 
6 In the WP version of this paper, available on Nancy Marion’s website, we give the expressions we used to 
generate the endogenous variables and the procedure we used to generate crisis probabilities. 
 
7 We set .5 ( ( ,1) ( , ))js s j s j T    . We retain only episodes in which exactly one crisis occurs. 

 
8 Blanco and Garber (1986, p. 153). The coefficient 1.96 is the estimate in BG. We generated data also for 25% 
devaluations with no important differences. 
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Method 1. Structural method 
 
The structural method estimates a money-market equation and ( )z t process for each episode, 
where each episode has 100 (quarterly) observations. The estimation uses the data generated by 
the “true” model described in Section II. Estimating the money market parameters for each 
episode allows construction of an episode-specific estimated fundamental. We then estimate 
that fundamental’s time-series process and residuals. Those residuals are used to compute one-
step-ahead currency-crisis probabilities.9 These probabilities will differ systematically from the 
actual crisis probabilities to the extent that the estimated money-market and the estimated 
fundamentals-process parameters do not match their actual values. The details of our estimation 
procedure are available from the authors on request. 
 
Method 2: Logit 
 
The logit method was introduced to look across a wide range of variables that might predict 
currency crises. The only predictors we study are the ( )z t  and functions of ( )z t because we 
know that nothing else is relevant.  
 
Since logit is a method used in discrete choice problems, the econometrician must define a 
currency crisis in a manner that produces a binary variable equal to 1 if there is a crisis and 0 
otherwise. Moreover, since the conditional variance of the model-determined exchange rate 
jumps up at the time of the crisis, it is reasonable to construct the binary variable from a 
variance-based measure of exchange-market pressure.10 We study three such measures:11 
 

 12( ( ))SD s t                                     (12a) 

 
 12(| ( ) | | (1 ) ( ) |)SD s t r t                           (12b) 

 
 12(| ( ) | | (1 ) ( ) |)SD s t r t                           (12c) 

 
 

The notation 12( )SD q  says to compute the backward-looking 12-period rolling standard 

deviation of the variable q .  We compute this measure for three q  variables, | ( ) |s t  the 
absolute log change in the exchange rate, | ( ) | | (1 ) ( ) |,s t r t     the Girton-Roper pressure 
variable, which is the sum of the absolute change in the log exchange rate plus the absolute 
change in log reserves multiplied by the reserves share of the high-power money, and 

                                                 
9 For simplicity, we include ( )y t in the directly observable part of the fundamental ( )z t using the BG estimate for 

 . 

 
10 When the exchange rate is fixed, its variance is zero; at the crisis, the variance increases because the rate 
switches to either the shadow exchange rate or a new but devalued fixed rate. 
 
11 These measures are based on those used by Eichengreen, Rose and Wyplosz (1995). 
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| ( ) | | (1 ) ( ) |,s t r t       the Girton-Roper measure with the weight 

( (| |) / (| (1 ) |))Var s Var r      inserted to make each component of the measure have equal 

variance. 
 

A currency crisis occurs when:12 
 

               q  sample ( )mean q  [1.5  * 12( )]SD q  .               (13) 

 
In an episode, before the crisis occurs, we code the binary variables as “0”. When the crisis 
occurs, we code the binary variable as “1”. All observations of the binary variable after the 
crisis until the end of the episode at time T are coded “1” also. 13 
 
Unlike in Section II, we have no closed-form solution for ( ( ))prob z t to guide our selection of 
the functional form relating ( )z t to the independent variables. We know that the independent 
variables must be dated at least one period prior to the dependent variables. We know also that 
the independent variables have been first-differenced so we include lagged ( )z t  values. We 
followed the lead suggested in the theory section and tried various second-order permutations of 

the z  process, settling on 2 2( 1),  ( 1),  ( 1) , ( 1)z t z t z t z t       as the best-performing 
independent variables. Performance is measured in terms of the correlation of the logit-
produced probabilities with the actual probabilities. 
 
Method 3. OLS method 
 

The OLS method uses an ordinary least squares regression similar to the logit, but with 
two differences— the dependent variable is not limited by the econometrician and the 
independent variables enter directly instead of through the logistic function. The three OLS 
regressions we study are:   

 

        2 2
0 1 2 3 4( ) ( 1) ( 1) ( 1) ( 1) ( ),g t z t z t z t z t t                        (14)   

                            
with ( ) ( )g t s t   , | ( ) | | (1 ) ( ) |s t r t     , and | ( ) | | (1 ) ( ) | .s t r t       The ( )g t variable in the 
OLS regression is not converted to a binary variable. 
 
We estimate ˆ( )g t , the fitted value of (14). The OLS regression also gives a vector of ̂  
residuals. We use the same crisis definition in the OLS method we used for the logit method. 
Our OLS crisis probability is: 
 
                                                 
12 We tried the weights 1, 1.5, 2, 2.5. The weight 1.5 delivered the best correlations of actual with estimated. 
13There is no agreed-upon post-crisis coding in the literature. We settled on coding the binary variable as “0” before 
the crisis and “1” at the crisis and afterwards because this method maximized the correlation of the logit-estimated 
crisis probabilities with the actual crisis probabilities when we estimated the z(t) process for 1974Q4–2008Q4.  
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                   ˆ(prob   sample mean(g) + 1.5 * 12 ˆ( ) ( ))SD g g t       

 
In words, to find the probability of crisis next period from the OLS regression, we start at this 
period’s fitted value of the regression and add the full ordered vector of OLS residuals forming 
a vector of fitted plus “possible” residuals. We form the probability of crisis by counting the 
elements in that vector above the crisis cutoff definition and dividing by the number of elements 
in the constructed vector. 
 

V.   ACCURACY OF THE ESTIMATED PROBABILITIES 

Estimated probabilities of a currency crisis are compared with the actual crisis probabilities in 
three ways: (1) correlation, (2) mean absolute errors, and (3) OLS regression of actual 
probabilities on estimated probabilities. As appropriate, information on the medians is included. 
All statistics for structural estimation characterize the distribution of estimates for 1000 
episodes. For OLS and logit, we estimate the statistics also as a panel, increasing thereby the 
sample sizes by a factor of 1,000.14 
 
Tables 1 and 2 present correlation, absolute error and regression statistics characterizing the 
distribution of pre-crisis estimated vs. actual crisis probabilities for the periods 1974:Q4–
1986:Q4 and 1990:Q1–2008:Q4, respectively. Each of the Tables consists of four panels, which 
in Panels A–C differ in terms of the assumed government policy response at the time of the 
crisis. In Panel A the policy response is the Blanco and Garber devaluation rule. In Panel B it is 
a 50 percent devaluation. In Panel C it is a switch from a fixed exchange rate to a freely floating 
rate. In Panels A–C the dependent variable in the OLS and logit regressions is the absolute 
value of the exchange rate change. In Panel D of the tables we report the results for the Blanco 
and Garber devaluation, but with a Girton and Roper-style exchange-market pressure index as 
the dependent variable for the OLS and logit regressions. 
 
From a quick inspection of the Tables, it clear that the panels in each Table differ little from 
each other. The Tables themselves, however, differ quite a lot.  
 
Consider first Panel 1.A in Table 1, where the policy response to the crisis is currency 
devaluation following the Blanco and Garber–style devaluation rule. The first column of the 
panel lists the estimation method. The next group of three columns summarizes the distribution 
(mean, standard deviation and median) of the correlation of estimated probabilities with actual 
probabilities for each estimation method. The second group of three columns summarizes the 
distribution (mean, standard deviation and median) of the absolute error, actual minus 
estimated, for each estimation method. The third group of three columns—listed below the 
others—characterizes the distribution of statistics from the following regression: 

 

0, 1,( ( , )) ( ( , )) ( , )j jprob actual j t prob estimated j t e j t     

                                                 
14 In the current report, the panel estimates are done once, so the standard errors do NOT come from an empirical 
distribution. 
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Each regression yields estimates 2
0, 1,

ˆ ˆ, ,j j jR   for j = 1,…1,000. 

 
The results in Panel 1.A are typical of those in Table1. The mean correlation with the actual 
probabilities (standard deviations in parenthesis) varies from .7711 (.1758) for the logit (panel) 
vs. actual to .4212 (.2275) for the OLS vs. actual. The estimators with higher correlation look 
better than those with lower correlation, but the standard deviations of the estimated correlations 
are sufficiently high that we do not make much of the correlation differences. 
 
The average absolute probability error statistics are more mixed across methods. The logit 
estimates have the smallest mean absolute errors but they are not significantly smaller than the 
structural errors. Both the logit and structural errors are, however, quite a lot smaller than the 
OLS errors, all having small standard deviations compared to their means and differences in 
means.  
 
The linear regression statistics give another view of the estimators. The point of the regressions 
is to give the estimated probabilities two free parameters that can be used to correct systematic 
linear differences (biases) compared to the actual probabilities We see that the 0 , which 

should be zero, are small compared to their standard deviations. The 1 , which should be unity, 

give the slope corrections needed to match the estimated probabilities to the actual. The 
coefficients range from .3517 (.1800) for OLS to .9619 (.1482) for the logit (panel). The OLS 
coefficient of .3517, along with a zero constant, indicates that the OLS estimate is too high and 
too volatile. The logit panel coefficient of .9619 with a near zero constant indicates that the logit 
panel estimate is a very good one with little bias and little excess sensitivity. The 2R  statistics 
are less precisely estimated than the regression coefficients but are consistent with logit 
producing the best estimates. 
 
Table 1, panels 1.B–1.D are consistent with our findings from panel 1.A. We conclude that the 
policy responses we have studied make little difference to the econometric methods’ ability to 
predict the crises. The choice of dependent variable is unimportant also. 
 
So why does logit do so well? The method is, after all, throwing away information when it 
requires the econometrician to censor a perfectly good continuous dependent variable. It turns 
out that the logistic functional form (think of a flattened and tipped “S” trapped between zero 
and unity) exploits the pre-crisis nonlinearity that we see (for uniform shocks) in Figure 1. 
Recall also that we do not weight any errors the econometric methods make once a crisis has 
taken place. (Who cares?) The OLS estimators have the same regressors as the logit, but we 
have constrained the fitted OLS to be linear in the same fundamentals.  It is surprising (to us) 
that the logit estimates also do better, in almost every dimension, than the structural estimates. 
The structural method was given the great advantage of being “told” to estimate the parameters 
of exactly the model we used to generate the data. It turns out that the “downfall” of the 
structural method is in estimating alpha, the semi-elasticity of money demand. When we give 
the structural method the correct alpha, so it has only to estimate the forcing-process 
parameters, the structural method does no worse than logit. 
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Our results are different in Table 2 where we parameterize the ( )z t  process from Mexico 
1990:Q–2008:Q4 data.  All the econometric methods do badly. Indeed, in Table 2 Panel 2.A we 
see mean absolute errors for the logit estimators over 0.5. Recall that probabilities are trapped 
between zero and unity—so this is really pretty bad. When we look at the “Estimation Results” 
part of the table we see that the logit estimates have large biases, both in the constant term and 
in the slope. The other panels of Table 2 give similar results. All of the estimators do poorly. 
 
That the estimators do poorly is no surprise. They are all based on the same fundamental. In 
Figure 2 we see that there was no sustained and forecastable run up in the fundamental before 
the 1994–95 Mexican crisis. Therefore, although the actual probabilities are also fundamental 
based, our efforts to mimic the movements of those actual probabilities are very imprecise. 
 

VI.   CONCLUSION  

The econometric methods we study are pretty good at predicting the currency crises we generate 
—some of the time. In particular, when the crisis is of the type where a well-identified 
fundamental drives the system to crisis, the estimated probabilities mimic the actual ones quite 
well. The panel logit estimator—using our post-crisis coding—distinguishes itself particularly 
in this environment. When the fundamental is merely highly variable, but not explosive, the 
logit method does quite a bit worse than the other methods in one dimension. But when the 
fundamental is not pushing the market into crisis, no method does well since all are 
fundamentals-based.   
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Figure 1. Probability of a Crisis – Uniform Distribution of Shock 
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Figure 2. The z(t) Value for Mexico 
 

 

 
 

Figure 3a. Histogram of residuals z(t) process 
Early Mexican Data 
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Figure 3b. Histogram of residuals z(t) process 
Later Mexican Data 
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Table 1. Results for 1974:Q4-1986:Q4 
 

Panel 1.A. Post-Crisis Policy, Blanco and Garber Devaluation, 
Dependent Variable: |Δs| 

 

 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 

Mean Standard Median Mean Standard Median

Deviation Deviation

Structural 0.7625 0.1302 0.7841 0.0957 0.075 0.0811

OLS 0.4212 0.2275 0.4244 0.2593 0.0519 0.2563

OLS(panel) 0.5941 0.205 0.5906 0.1235 0.0805 0.1095

Logit 0.7574 0.1871 0.7411 0.0578 0.0721 0.035

Logit(panel) 0.7711 0.1758 0.747 0.0603 0.0664 0.0444

Correlation with Actual Absolute Error

β0 β1 R^2

Structural 0.0004 0.7612 0.5983

[0.0326] [0.1166] [0.1853]

OLS -0.0272 0.4393 0.2298

[0.0622] [0.1813] [0.1934]

OLS(panel) 0.017 0.5793 0.3955

[0.0388] [0.132] [0.2473]

Logit 0.0501 0.9212 0.6078

[0.0283] [0.1466] [0.2681]

Logit(panel) 0.0397 0.9619 0.6253

[0.0279] [0.1482] [0.2608]

Estimation Results, Average of 1,000 samples
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Panel 1.B. Post-Crisis Policy, 50 percent Devaluation, Dependent Variable: |Δs| 
 

 

 
  

Mean Standard Median Mean Standard Median

Deviation Deviation

Structural 0.7508 0.1322 0.7736 0.0975 0.0678 0.0845

OLS 0.3813 0.2352 0.3849 0.2859 0.0583 0.2841

OLS(panel) 0.5800 0.2041 0.5761 0.1376 0.0846 0.1263

Logit 0.7521 0.1841 0.739 0.0582 0.0735 0.0354

Logit(panel) 0.7714 0.1756 0.7463 0.0542 0.0683 0.0404

Correlation with Actual Absolute Error

β0 β1 R^2

Structural -0.0049 0.7453 0.5811

[0.033] [0.1175] [0.1842]

OLS -0.0284 0.3773 0.2006

[0.0649] [0.1751] [0.171]

OLS(panel) 0.0018 0.5405 0.378

[0.0397] [0.1247] [0.2423]

Logit 0.0425 0.9173 0.5988

[0.0275] [0.1454] [0.2674]

Logit(panel) 0.0393 0.9593 0.6258

[0.0262] [0.1444] [0.2614]

Estimation Results, Average of 1,000 samples
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Panel 1.C. Post-Crisis Policy, Floating Exchange Rate, Dependent Variable: |Δs| 
 

 

 
 
 

  

Mean Standard Median Mean Standard Median

Deviation Deviation

Structural 0.7590 0.1280 0.7840 0.0995 0.0911 0.0824

OLS 0.2023 0.2558 0.3054 0.5057 0.0520 0.5038

OLS(panel) 0.2841 0.1783 0.2491 0.5401 0.1729 0.5760

Logit 0.7811 0.1719 0.7510 0.0498 0.0767 0.0315

Logit(panel) 0.7811 0.1722 0.7524 0.0500 0.0758 0.0325

Correlation with Actual Absolute Error

β0 β1 R^2

Structural 0.0031 0.7465 0.5924

[0.0332] [0.1179] [0.1806]

OLS 0.0128 0.1354 0.1049

[0.0910] [0.1507] [0.0901]

OLS(panel) -0.0474 0.2764 0.1136

[0.0985] [0.1659] [0.1348]

Logit 0.0515 0.9489 0.6396

[0.0267] [0.1409] [0.2573]

Logit(panel) 0.0496 0.9521 0.6379

[0.0267] [0.1418] [0.2577]

Estimation Results, Average of 1,000 samples
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Panel 1.D. Post-Crisis Policy, Blanco and Garber Devaluation, Dependent Variable: |Δs|+ *|Δr| 
 

 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Mean Standard Median Mean Standard Median

Deviation Deviation

Structural 0.7561 0.1289 0.7785 0.0987 0.0830 0.0854

OLS 0.3546 0.2253 0.3475 0.2821 0.0634 0.2801

OLS(panel) 0.4674 0.1932 0.4538 0.1857 0.0749 0.1788

Logit 0.7560 0.1858 0.7418 0.0598 0.0737 0.0351

Logit(panel) 0.7751 0.1764 0.7503 0.0538 0.0697 0.0368

Correlation with Actual Absolute Error

β0 β1 R^2

Structural 0.0030 0.7449 0.5877

[0.0331] [0.1166] [0.1851]

OLS -0.0095 0.3517 0.1754

[0.0648] [0.1800] [0.1659]

OLS(panel) 0.0097 0.4550 0.2574

[0.0471] [0.1533] [0.1972]

Logit 0.0449 0.9174 0.6060

[0.0283] [0.1487] [0.2668]

Logit(panel) 0.0452 0.9545 0.6303

[0.0270] [0.1447] [0.2635]

Estimation Results, Average of 1,000 samples
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Table 2. Results for 1990:Q1-2008:Q4 
 

Panel 2.A. Post-Crisis Policy, Blanco and Garber Devaluation, Dependent Variable: |Δs| 
 

 

 
  

Mean Standard Median Mean Standard Median

Deviation Deviation

Structural 0.5241 0.3059 0.4832 0.2793 0.1482 0.2625

OLS 0.4638 0.3710 0.4407 0.2626 0.1618 0.2376

OLS(panel) 0.5844 0.3506 0.5507 0.2460 0.2044 0.1841

Logit 0.2828 0.2811 0.2505 0.5279 0.2278 0.5408

Logit(panel) 0.4766 0.3106 0.4196 0.5594 0.1878 0.6068

Correlation with Actual Absolute Error

β0 β1 R^2

Structural 0.0135 0.6718 0.3644

[0.0900] [0.1861] [0.3387]

OLS 0.2310 0.4592 0.3575

[0.0718] [0.2089] [0.3610]

OLS(panel) 0.2846 0.5967 0.4751

[0.0456] [0.1700] [0.4027]

Logit 0.1294 0.3197 0.1651

[0.2490] [0.3005] [0.2510]

Logit(panel) -1.5483 2.2313 0.3215

[0.6351] [0.7252] [0.3260]

Estimation Results, Average of 1,000 samples
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Panel 2.B. Post-Crisis Policy, 50 percent Devaluation, Dependent Variable: |Δs| 
 

 

 
  

Mean Standard Median Mean Standard Median

Deviation Deviation

Structural 0.5551 0.3055 0.5016 0.2662 0.1468 0.2478

OLS 0.5422 0.3562 0.5564 0.2401 0.1513 0.2178

OLS(panel) 0.6134 0.3429 0.5998 0.2306 0.1885 0.1720

Logit 0.3057 0.3013 0.2553 0.5212 0.2353 0.5323

Logit(panel) 0.5145 0.3332 0.4300 0.5598 0.1821 0.6037

Correlation with Actual Absolute Error

β0 β1 R^2

Structural 0.0988 0.6009 0.4013

[0.0962] [0.1863] [0.3529]

OLS 0.1898 0.5652 0.4206

[0.0777] [0.2150] [0.3655]

OLS(panel) 0.2683 0.6180 0.4959

[0.0507] [0.1731] [0.3985]

Logit 0.1226 0.3438 0.1841

[0.2525] [0.3118] [0.2720]

Logit(panel) -1.8597 2.5812 0.3755

[0.6787] [0.7753] [0.3548]

Estimation Results, Average of 1,000 samples
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Panel 2.C. Post-Crisis Policy, Floating Exchange Rate, Dependent Variable: |Δs| 
 

 
 

 
  

Mean Standard Median Mean Standard Median

Deviation Deviation

Structural 0.5212 0.2993 0.4856 0.2778 0.1450 0.2610

OLS 0.3513 0.3938 0.3389 0.3338 0.1585 0.3610

OLS(panel) 0.4732 0.3716 0.4529 0.2793 0.1930 0.2414

Logit 0.4417 0.3615 0.4015 0.3573 0.2408 0.3275

Logit(panel) 0.6186 0.2740 0.6486 0.3069 0.0873 0.3002

Correlation with Actual Absolute Error

β0 β1 R^2

Structural 0.0929 0.5713 0.3611

[0.1089] [0.2031] [0.3312]

OLS 0.2452 0.2987 0.2781

[0.0828] [0.1868] [0.3420]

OLS(panel) 0.2676 0.4547 0.3650

[0.0571] [0.1791] [0.3713]

Logit 0.1615 0.4040 0.3255

[0.1946] [0.2489] [0.3372]

Logit(panel) -0.1605 0.9472 0.4576

[0.1558] [0.2741] [0.3088]

Estimation Results, Average of 1,000 samples
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Panel 2.D. Post-Crisis Policy, Blanco and Garber Devaluation, Dependent Variable: 
 |Δs|+ *|Δr| 

 

 
 

 

 
 
 
 
 
 
 

 
 

 
 

 
 
 
 
 
 

Mean Standard Median Mean Standard Median

Deviation Deviation

Structural 0.5389 0.2785 0.4840 0.2729 0.1512 0.2550

OLS 0.4506 0.3622 0.4400 0.2610 0.1421 0.2507

OLS(panel) 0.5665 0.3407 0.5373 0.2280 0.1785 0.1767

Logit 0.2679 0.2665 0.2066 0.5643 0.2219 0.5953

Logit(panel) 0.5626 0.2799 0.5285 0.4674 0.1379 0.4890

Correlation with Actual Absolute Error

β0 β1 R^2

Structural 0.0019 0.6808 0.3678

[0.1026] [0.2002] [0.3296]

OLS 0.2156 0.4057 0.3340

[0.0713] [0.1933] [0.3543]

OLS(panel) 0.2554 0.5641 0.4398

[0.0483] [0.1782] [0.3831]

Logit 0.1017 0.3017 0.1427

[0.2603] [0.3081] [0.2347]

Logit(panel) -0.6695 1.3489 0.3947

[0.2911] [0.3928] [0.3199]

Estimation Results, Average of 1,000 samples
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 Appendix 
 
 Data used 
 
 ( )r t  = ln central bank reserves of foreign exchange 
 ( )d t  = ln domestic credit 
 ( )p t  = ln CPI 
 ( )p t  = ln foreign (US) CPI 
 ( )s t  = ln domestic-currency price of US dollar 
 ( )i t  = domestic-currency US t-bill equivalent 
 ( )i t  = US t-bill interest rate - 90-day rate. 
 ( )y t  =ln real output 
 
The data are sampled quarterly or interpolated from annual data all from IFS. 
 
 
 

 
 

 

 
 

 
 

 
 

 
 

 
 
 
 
 
 




