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I. Introduction

Informed monitoring, using judgment, can outperform short-term forecasts of structural

models.1 And since announcements, special factors and the uncertain timing of some

events �for example, the bursting of an evident market bubble �have important

sporadic e¤ects, there will always be a role for judgment in forecasting. A common

practice at central banks, even where the sta¤ forecast is model based, is to set the

values for the current quarter (the nowcast) and next quarter by closely monitoring

high frequency indicators (HFIs). Sta¤ update forecasts through the quarter as new

information arrives, not just to increase accuracy, but also to provide a narrative on the

outlook that incorporates the most recent events. Leeper (2003), however, criticizes the

theoretical ambiguity and lack of transparency that this process may involve. In

principle, it would be better, for inter-quarter updates, as well as more formal quarterly

exercises, to incorporate arriving data directly into the model, the structure of which

embodies the sta¤�s view of the relevant characteristics of the economy. Such a process

would oblige forecasters to provide a systematic rationale for their adjustments; and

monitoring would be more systematically replicable, and less dependent on particular

experts.

This paper takes up Leeper�s suggestion, describing a practical methodology to improve

the real-time forecasting of a model, through systematic input of outside information.

The latter may come from separate higher-frequency model forecasts or from judgment.

The resulting forecast for a given variable will be a weighted average of the extraneous

predictions (there may be more than one) and the unmodi�ed current model forecast.

The weights attached to each may be imposed by judgement, varied with the forecast

horizon, or calibrated on the basis of past performance.

To illustrate the methodology for the United States, we use a Small Quarterly

Structural Model (SQSM) that incorporates a strong real-�nancial linkage (Carabenciov

and others, 2008, 2008a). The results illustrate the extent to which intra-quarterly

information improves short-term forecasting performance. Examining the estimated

standard deviations around predictions derived from our procedure reveals that the

1For example, Romer and Romer (2000) and Sims (2002) document the relative accuracy of Federal
Reserve �Greenbook�forecasts. Tulip (2005) �nds that the short-run (but not longer-run) accuracy of
the Greenbook forecasts increased after 1984.
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conventional practice of assuming that short-term predictions are actual data

understates the degree of uncertainty around the resulting forecasts.

II. Background

Structural macroeconomic models make use of theoretical and empirical relationships

between economic and �nancial variables. As simpli�cations of reality, they do not

attempt to predict well over very short horizons. Central banks in the industrialized

countries typically conduct a quarterly exercise that involves a formal model-based

forecast, with a multi-year horizon, and less formal intra-quarter updates of the

near-term outlook, perhaps on a monthly or weekly schedule (e.g., Macklem, 2002). For

the model-based forecast, the sta¤ set current-quarter values of the variables (the

nowcast) largely on the basis of their monitoring of the most recent information, which

includes an array of high-frequency data and news on current developments. In essence,

the forecasters override the model, to impose a short-term forecast that looks more

realistic given the available information. From these initial conditions, the model then

provides forecast paths for the endogenous variables.

A few researchers, however, have been working in the direction advocated by Leeper, to

derive the short-term forecast from the model, with the relevant high frequency data as

input. Boivin and Giannoni (2006, 2008) develop a dynamic factor model framework to

incorporate rich datasets into a Dynamic Stochastic General Equilibrium (DSGE)

model. Their results demonstrate that high-frequency data may have signi�cant content

for the estimation, as well as the forecasting performance, of structural models: the

additional information may compensate for missing variables and measurement error.

Mestre and McAdam (2008) do not use high frequency data, but compare forecasts of a

structural model and time-series models. They �nd, for the euro area, that simple

models of observed residuals can substantially improve short-term forecasting accuracy

of both structural and time-series models. Gomez and others (2009) combine the DSGE

model of the Central Bank of Colombia with mixed frequency variables not in the

model itself. At a given point in time, this poses a missing observation problem, which

the authors solve by mixed interval smoothing with the Kalman �lter. This technique,

however, has yet to be adapted to real-time forecasting.
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In contrast to our approach, most of the high-frequency literature concerns the

automation of the current analysis process, and does not have as a starting point an

economic model suitable for medium-term forecasts and policy analysis. Data rich

forecasting approaches include:

� real-time estimates of GDP based on an assumed, unobserved daily process �for
example, Evans (2005) and Camacho and Perez-Quiros (2009) use Kalman �lters

to �ll missing observations;

� bridging equations �for example, Rojas , Bańbura and Rünstler (2008) for the
euro-area, and Zheng and Rossiter (2006), for Canada;

� dynamic factor models �for example, Giannone, Reichlin and Small (2008);

� partial least squares �for example, Groen and Kapetanios (2008).

In an international study, Jakaitiene and Dées (2009) evaluate various versions of these

techniques, and global versus individual-country approaches. The results are not clear

cut, as no one method dominates.

III. The Real Time Problem

Asynchronous release of data provides a data set that has a �jagged edge�at each point

in time, as illustrated in Table 1 for the variables in SQSM.

In this case, at the beginning of the �rst month of any quarter Q, the forecaster has a

set of data comprising: quarter Q� 1 for the interest rate (R) and an indicator of credit
conditions (BLT ); quarter Q� 2 for GDP; quarter Q� 2 for the CPI and the
unemployment rate (U), as well as the �rst two months of Q� 1.



7

Table 1: Data available at the beginning of quarter Q

Quarter Month R GDP CPI U BLT
1 X X X X X

Q� 2 2 X X X X X
3 X X X X X
1 X O X X X

Q� 1 2 X O X X X
3 X O O O X
1 O O O O O

Q 2 O O O O O
3 O O O O O

X denotes available data.

IV. Four Options for Incorporating External Information Into a Forecast

A. Model-Based Forecast with Data Set Truncation

One might truncate the entire data set, so that forecasting begins from the most recent

quarter where a complete quarterly data set is available. A quarterly forecast made at

the beginning of the �rst month of a quarter would use actual data for Q� 2 as initial
conditions. Higher-frequency data arriving later would be ignored. This method

produces forecasts that are consistent with the model, but it has the obvious, and

serious, disadvantage of wasting timely information.

B. Model-Based Forecast with Incomplete Data Set

One might use all available quarterly data, and solve the model for the missing

quarterly observations. In the example, we would derive estimates from the model for

Q� 1, and onwards, conditional on the interest rate and BLT data up to Q� 1, and on
the data for other variables up to Q� 2. While this approach is less wasteful than the
previous option, it still neglects higher frequency (e.g. monthly and daily) data from

Q� 1, and Q.
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C. Hard Tunes �Setting Values in A Model-Based Forecast Based on

Extraneous Analysis

Forecasters at central banks and other institutions routinely use estimates derived

outside their main forecasting model to �ll in for incomplete data. Recent information

from a variety of sources �such as equations based on �leading indicators�,

high-frequency �nancial data, business and labor market news, surveys of business and

consumer sentiment, and so on �informs an estimate for last quarter, Q� 1, and a
nowcast for current quarter, Q. The methods used to construct the estimates may vary

over time, and may not be easily replicable.2

This is the process that Leeper criticizes. Knowledge about the economy embodied in

the structural model is ignored. Moreover, it is di¢ cult to provide quantitative

measures of the uncertainty in such predictions.

D. Soft Tunes �Combined Approach

We propose to impose o¤-model information on the estimates of the structural model

by adding more structure to the model�s measurement equations �the equations

relating the state variables of the model to the observed data. This methodology is

�exible, both in terms of the information that can be incorporated, and its timing.3

Di¤erent types of data can be incorporated: higher-frequency observations can be used

as indicators for quarterly variables; external estimates; or dynamic-factor models that

summarize the information content of large quantities of variables. Information may

relate to future months or quarters, e.g. the Federal funds futures market rate, or to

o¢ cial announcements, e.g. on the budget, or to an external projection, e.g. on

population growth.

To illustrate, consider a extraneous prediction for quarterly in�ation:

�t = �̂t + "t (1)

2In practice, of course, forecasters conduct external evaluations of forecast errors and this information
about the variance of the error term is often incorporated into the model-based forecast analysis.

3The technical details of the methodology can be found in Bene�, Laxton, and Matheson (2010).
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where �t is in�ation, �̂t is a prediction of in�ation, and "t is a prediction error. Suppose

we use a simple bridge equation, based on the monthly data, to predict the quarterly

in�ation rate for period t. As the quarter proceeds, step by step the monthly

information accumulates, and the prediction error for in�ation declines until, when the

in�ation observation for the quarter arrives, the prediction error falls to zero.

Essentially, our approach is to add the prediction equation (1) to the measurement

equations of our structural model, raising the weight on �̂t relative to the pure model

estimate �t as new data arrive.

The in�uence that the prediction of in�ation has on the �nal model estimate is

governed by the variance of the prediction error "t. Essentially, this approach nests the

pure-model and hard-tuning methods described above. With var("t) =1 the combined

approach reduces to the pure-model approach, while var("t) = 0 implies hard tuning.

A key di¤erence between our method for solving the real-time problem and those

outlined above is that we can allow multiple predictions for a single variable to enter

the model. We could have, for example, n bridge equations for in�ation in the current

quarter:
�t = �̂

1
t + "

1
t

...
...
...
...

�t = �̂
n
t + "

n
t

(2)

The weight within the augmented structural model on any single prediction, �̂it , would

then depend on relative size of the estimate of var("it). Roughly speaking, the �nal

model estimate of in�ation will be a weighted average of the n outside predictions and a

model estimate, where the weights are inversely related to the standard deviations of

the prediction errors. Notice that the structure is consistent with a wide range of

alternative sources of predictions. For example, the bridge equations could be designed

to exploit cross-correlation amongst the prediction errors.

In the case of a model- or equation-based prediction, the magnitude of the prediction

error can be easily derived. Forecasters making judgment-based predictions, on the

other hand, need to quantify the expected size of the errors around their predictions.

As recommended by Leeper, this makes the process of incorporating short-term

forecasts into the structural model more transparent. It could also be used to make
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short-term forecasters more accountable for their judgments over time.

V. Application

We conduct a recursive experiment in which we make quarterly forecasts in each month

from 1998Q1 to 2009Q2. The forecasts are made in simulated real time using the actual

data that were available at the time.4 The model, SQSM, is similar to the U.S. sector of

the Global Projection Model (Carabenciov and others, 2008).

We experiment with 3 of the approaches described above: data set truncation; hard

tunes; and soft tunes. With one exception, our hard tune for a variable is the simple

average of the available monthly data. Thus, the forecast for the current quarter made

in the second month is the number reported for the �rst month (averaged or grossed up

to a quarterly rate as appropriate); likewise, the forecast in the third month is based on

the data available for the �rst two months. The exception is GDP growth, for which we

use the Blue Chip Economic Indicators (BCEI) nowcast and one-quarter ahead

forecast, which BCEI update (approximately) on the 10th of each month.

Each time a forecast is made, we calculate the variances of the prediction errors from

performance up to that point �and hence re-weight the various predictors. For

example, the relevant variance for the soft tune of the unemployment rate for the

nowcast in the third month of the quarter is the historical variance of the errors of the

2-month average as a predictor of the quarter.

VI. Application: Real-Time Data

We examine forecasting accuracy over 0-to-12-quarter horizons. For the purposes of this

paper, monthly forecasts are made following the release of the CPI, and incorporate

new information in discrete monthly batches, with data arrival on the actual historical

release dates. The calendar in table 2 shows the sequence of forecasts and the

associated data releases for a representative quarter.

4The data are from http://research.stlouisfed.org
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Table 2: Indicative calendar of data releases (example is 2009Q1)

Month Release date Data Reference period
January 1 Interest rate December

6 Unemployment rate December
9 BLT Q1
10 Blue Chip Forecast Q4, Q1

Forecast 1 16 CPI December
30 GDP (advance) Q4

February 1 Interest rate January
6 Unemployment rate January
10 Blue Chip Forecast Q1, Q2

Forecast 2 18 CPI January
27 GDP (preliminary) Q4

March 1 Interest rate February
6 Unemployment rate February
10 Blue Chip Forecast Q1, Q2

Forecast 3 18 CPI February
26 GDP (�nal) Q4

The main variables are: the Federal funds rate (monthly average); Bank Lending

Tightening, BLT, based on the Senior Loan O¢ cer Survey (quarterly); the

unemployment rate (monthly); the core CPI in�ation rate (monthly); and BCEI

forecasts of quarterly real GDP (updated monthly).5 BCEI calculate the average, or

consensus, forecast from a survey of 50 U.S. business economists and professional

forecasters conducted in the �rst few days of each month. We use the consensus

forecast to illustrate the use of an extraneous estimate in the model forecast.
5More detailed data descriptions can be found in the appendix.
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VII. Application: The Small Quarterly Structural Model (SQSM)

A. Behavioral Equations

A.1 Output gap

Equation 3 is a behavioral equation that relates the output gap (yt = Yt�Y t) to its own
lead and lagged values, lagged values of the short-term real interest rate gap (rrgapt),

shocks to bank lending as represented by the variable �t, and a disturbance term:

yt = �1yt�1 + �2yt+1 � �3rrgapt�1 � ��t + "
y
t (3)

All variables in this equation are gaps, i.e. deviations from equilibrium values.

A.2 Core in�ation

Equation 4 links core in�ation to its own history (a 1-quarter lag), and to its future

rate as predicted by the model (a 4-quarter lead). It also includes the lagged output

gap, as per the usual short-run Phillips curve trade-o¤, and a disturbance term.

�t = �1�4t+4 + (1� �1)�4t�1 + �2yt�1 � "�t (4)

A.3 Interest rate

Equation 5 is a Taylor-type, forward-looking, policy reaction function that determines

the short-term nominal interest rate as a function of: the long-run equilibrium rate, rrt;

the deviation of the expected year-on-year rate of in�ation 3 quarters in the future from

the policy target �tar; and the output gap.

rst = (1� 1)
�
rrt + �4t+3 + 2(�4t+3 � �tar) + 4yt

�
+ 1rst�1 + "

rs
t (5)
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The equation also includes a disturbance term ("rst ) to allow for discretionary policy

actions. The equation applies only in so far as it predicts a non-negative interest rate;

the model recognizes the zero lower bound. This nonlinearity is a material feature of

the model in an environment of de�ationary risks.

A.4 Unemployment rate

Equation 6 is a dynamic version of Okun�s law where the unemployment gap is a

function of its lagged value, the contemporaneous output gap and a disturbance term

("ut ).

ut = �1ut�1 + �2yt + "
u
t (6)

The historical correlation between changes in the output gap, and future changes in the

unemployment gap, provides information that improves empirical estimates of these

unobservable variables.

A.5 Financial-real linkage

Carabenciov and others (2008) �nd that changes in bank credit conditions can account

for a large part of the �uctuations in U.S. economic activity. Equation 7 writes BLT t as

a function of the equilibrium value, BLTt, which is de�ned to be a random walk

(equation 8).

BLTt = BLT t � �yt+4 + "BLTt (7)

BLTt = BLT t�1 + "
BLT
t (8)

Equation 7, assumes bank-lending practices normally depend on the expected behavior

of the economy 4 quarters ahead. A positive output gap (high capacity utilization)

tends to ease lending conditions, whereas a negative gap (excess capacity), creates

tighter conditions. The stochastic term, "BLTt , captures exogenous changes to lending



14

policies; and a distributed lag of this variable, �t, enters the equation for the output gap:

�t = 0:04"
BLT
t�1 + 0:08"

BLT
t�2 + 0:12"

BLT
t�3 + 0:16"

BLT
t�4 + 0:20"

BLT
t�5

+ 0:16"BLTt�6 + 0:12"
BLT
t�7 + 0:08"

BLT
t�8 + 0:04"

BLT
t�9 (9)

The values of the coe¢ cients of equation 9 impose a hump-shaped response to a change

in "BLTt , peaking at the 5th quarter.

A.6 Stochastic processes and model de�nitions

Shocks may a¤ect both the level and growth rate of potential output. Shocks to the

level can be permanent, while the shocks to the growth rate can result in highly

persistent deviations in potential growth from the long-run steady-state growth rate. In

equation 10, potential output, Ȳ t, is equal to its own lagged value plus the quarterly

growth rate (g tY /4) plus a disturbance term ("Yt ) that can cause permanent level shifts

in potential GDP.

Y t = Y t�1 + g
Y
t =4 + "

Y
t (10)

In equation 11, potential growth may diverge for a while from the steady-state rate,

gY ss, following a one-o¤ disturbance ("g
Y

t ). The return to g
Y ss is gradual, at a pace

determined by the value of the partial adjustment coe¢ cient, � .

gYt = �g
Y ss + (1� �)gYt�1 + "

gY

t (11)

A similar set of relationships holds for NAIRU. In equation 12, Ū t is a function of its

past value, a disturbance term of some persistence, gU , and a temporary disturbance

term, "Ut .

U t = U t�1 + g
U
t + "

U
t (12)

Equation 13, sets gUt as a function of its lagged value and the disturbance term "g
U

t .

This speci�cation allows the NAIRU to be a¤ected by both level and persistent growth

shocks.

gUt = (1� �3)gUt�1 + "
gU

t (13)
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Equation 14 de�nes the real interest rate, rr t, as the di¤erence between the nominal

interest rate, rs, and the expected rate of in�ation for the subsequent quarter.

rrt = rst � �t+1 (14)

Equation 15 de�nes rrgapt, the real interest rate gap, as the di¤erence between rr t and

its equilibrium value, rrt,

rrgapt = rrt � rrt (15)

while equation 16 de�nes rrt, the equilibrium real interest rate, as a function of the

steady-state real interest rate, rrss. It may diverge from the steady state for extended

periods in response to a stochastic shock, "rrt .

rrt = �rr
ss + (1� �) rrt�1 + "rrt (16)

A.7 Stuctural cross correlations of disturbances

The model contains two structural correlations (both positive) across error terms:

� between "g
Y

t and "yt , capturing the idea that a positive shock to potential output

growth will generate an increase in expected permanent income, which raises

current spending, even before the level of potential output itself increases, such

that the output gap, increases

� between "Yt and "�t (the error term in the in�ation equation has a negative sign).

This implements the notion that a positive supply shock puts downward pressure

on costs and prices.

These correlations roughly mimic impulse-response functions from the DSGE model of

the U.S. economy in Juillard and others (2007, 2008).
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A.8 Bayesian parameter estimates

We estimate the parameters using U.S. data ranging from 1994Q1 to 2008Q4. Prior

means, prior standard deviations, posterior modes, and posterior standard deviations

for the Bayesian estimation can be found in tables 5, 6 and 7 in the appendix.

VIII. Results

A. Real Time Forecasts

We focus on forecasts made in the period January 2007 to September 2009, which of

course covers the recent �nancial crisis. In �gure 1, each grey line presents the real-time

quarterly forecasts made in �nal month of the quarter. The blue line represents actual

outcomes.

The bottom panel shows the forecasts for the BLT variable. In premininary work, we

found that the inclusion of this variable in the model greatly improved forecast

accuracy, reducing the short-term root mean squared error (RMSE) of the GDP

forecast by around a third. Throughout 2008, as the survey reported increasingly severe

credit tightening, and the outlook for the economy deteriorated. This illustrates that

the additional information in high-frequency data may assume crucial importance

during a crisis, or more generally during periods of high uncertainty, when the regular

relationships built into the model may cease to hold.

B. Forecast Accuracy

Table 3 shows RMSEs for the nowcasts following the release of the CPI data in months

1, 2, and 3.

At the beginning of the quarter, data are available for Q� 1, with the exception of
GDP, which is only available up to Q� 2. This leads to a substantial di¤erence in the
�rst month between the RMSEs for GDP forecasts from the model with truncated

quarterly data, and those for hard and soft tunes. The BCEI forecast evidently
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Table 3: Current quarter RMSEs, 1998Q1 to 2009Q2

Month
1 2 3

GDP growth (YoY) SQSM 1.30 1.31 1.32
SQSM (hard tunes) 1.00 0.86 0.78
SQSM (soft tunes) 1.11 0.98 0.87

In�ation (YoY) SQSM 0.24 0.24 0.24
SQSM (hard tunes) 0.24 0.12 0.07
SQSM (soft tunes) 0.24 0.11 0.06

Interest rate SQSM 0.46 0.46 0.46
SQSM (hard tunes) 0.44 0.21 0.09
SQSM (soft tunes) 0.45 0.23 0.10

Unemployment rate SQSM 0.22 0.22 0.22
SQSM (hard tunes) 0.18 0.14 0.08
SQSM (soft tunes) 0.20 0.14 0.08

Forecasts made after CPI release

contains valuable high-frequency information that truncation forces out. For all other

variables, the �rst month of data generates very little change, and the RMSEs for the

model-based and the tuned cases are very similar.

In months 2 and 3, the release of both Q� 1 data and a revised BCEI outlook help to
improve the GDP nowcasts further. The arrival of the monthly data on in�ation, the

interest rate, and the unemployment rate cause large declines in the RMSEs of the

tuned nowcasts of these variables.

Overall, the hard tunes produce much better nowcast accuracy than the model with

truncated data, and slightly better accuracy than the soft tunes. Generally, at this very

short horizon the model errors are quite large relative to the errors in the prediction

equations. This is recognized in the soft-tunes case by a high weight on the extraneous

forecasts relative to the model predictions.

The medium-term forecasts are not generally a¤ected by the inclusion of high-frequency

data. Tables 8 to 12 provide RMSEs for forecast horizons of up to 12 quarters. At

horizons beyond one year, the RMSEs tend to widen and stabilize. One might note that
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Table 4: One-quarter ahead RMSEs, 1998Q1 to 2009Q2

Month
1 2 3

GDP growth (YoY) SQSM 1.52 1.51 1.51
SQSM (hard tunes) 1.33 1.17 1.04
SQSM (soft tunes) 1.40 1.26 1.16

In�ation (YoY) SQSM 0.41 0.41 0.41
SQSM (hard tunes) 0.40 0.27 0.23
SQSM (soft tunes) 0.41 0.27 0.23

Interest rate SQSM 0.78 0.79 0.80
SQSM (hard tunes) 0.76 0.59 0.54
SQSM (soft tunes) 0.76 0.61 0.55

Unemployment rate SQSM 0.37 0.37 0.37
SQSM (hard tunes) 0.32 0.31 0.24
SQSM (soft tunes) 0.34 0.30 0.25

Forecasts made after CPI release

the RMSEs reported here are swollen by the crisis (and the unusual forecast errors that

accompanied it); more generally, the forecast accuracy of SQSM at longer horizons is

comparable with that of the other models.

Table 4 provides RMSEs for one-quarter-ahead forecasts. The arrival of the monthly

information, and in particular the updating of the BEA�s monthly estimates of the

previous quarter�s GDP, as well as the BCEI outlook, clearly lowers the RMSEs as the

quarter progresses.

Tuning improves on the model forecast with truncated data by a wider margin as more

intra-quarter data become available.

Generally, these results con�rm that the model just with truncated quarterly data is not

very good at short-term forecasting. By incorporating the high-frequency indicators, we

substantially improve the model-based forecast. Morever, working within the framework

of the model establishes coherence between near- and medium-term forecasts.
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C. Uncertainty

The model with soft tunes can produce more realistic measures of uncertainty than the

model with hard tunes in real time. In this representative example, assume that the

forecaster is in the beginning of January 2009 and aims to make forecasts after the

release of each piece of data in the calendar (table 2). Following each release, we can

compute the model-implied standard deviations around the nowcasts and forecasts.

These standard deviations represent the uncertainty around the estimates and can be

used to produce fan charts in real time. For our purposes, however, we use these

standard deviations as measures of uncertainty.

Figures 2 to 6 show the evolution of the derived standard deviations after each data

release in 2009Q1. The vertical axis gives the size of a single standard deviation for the

variable in question, for both hard and soft tunes. The horizontal axis shows the release

dates as in table 2. The 4 panels in each �gure refer to forecasts over horizons from

2009Q1 itself (the nowcast) to 2009Q4, respectively.

Consider �rst the model with soft tunes. Not surprisingly, we �nd that the uncertainty

around the near-term forecasts drops with each data release through the quarter. In the

case of output growth, the release of the 2008Q4 GDP data on the 30th of January, and

the updating of the BCEI forecast on February 10, have a clear e¤ect on uncertainty in

the short-term forecast. For in�ation, the largest reduction occurs with the release of

the CPI for January, on February 20. The results for the interest rate and the

unemployment rate are similar, with the data release associated with the variable being

forecast causing the largest decline in uncertainty.

For the model with hard tunes, we treat the �rst two quarters of the forecast as if they

were data, setting the standard deviation of the prediction errors to zero. Thus, the

degree of uncertainty around short-term predictions drops to zero on the relevant

reporting day. Clearly, this understates the degree of uncertainty. As evident from

tables 3 and 4, the estimates from the model with hard tunes contain errors, yet these

are not accounted for in the model�s estimates of uncertainty. In contrast, the

calculation for the model with soft tunes does factor in the prediction errors, providing

a more realistic representation of uncertainty. Indeed, the distance between the lines for

soft and hard tunes (the grey zone in �gures 2 to 6) gauges the minimum extent to



20

which uncertainty is understated for the hard tunes.

IX. Conclusion

The purpose of this paper is to outline a transparent and consistent approach to

updating model forecasts in real time. More speci�cally, we use new information, as it

is released, to revise forecasts with a quarterly structural model. The information may

derive from any source, e.g. high frequency data, leading indicators, or expert forecasts.

This addresses the argument made by Leeper (2003) in favor of a uni�ed theoretical

approach to short- and long-run forecasting. In practical terms, use of this approach

enables forecasters to derive the implications of new information quickly and

transparently.

We apply the methodology to a small structural model and real-time data for the

United States. The results indicate the extent to which short-term forecast accuracy

improves through the quarter as new data are released (there is generally little e¤ect on

forecast horizons beyond a couple of quarters). They also suggest that a conventional

practice, whereby forecasters impose a short-term forecast on the basis of their reading

of current developments, leads to the degree of uncertainty in the short-term outlook to

be understated.

Future work will apply the methodology to a wider range of models, and develop

additional ways of updating intra-quarter predictions.
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Appendix: Data De�nitions

United States

Output (GDP) Gross Domestic Product (SAAR, Bil.Chn.2000.Dollars)

Interest rates (R) FOMC: Fed Funds Target Rate (percent) (period average)

Core CPI CPI: All Items Less Food and Energy (SA, 1982-84=100)

Unemployment (U) Civilian Unemployment Rate (SA, percent)

Bank lending tightening (BLT) Average of Federal Reserve Board Senior O¢ cers Survey of:

Banks Tightening C.I Loans to Large Firms (percent)

Banks Tightening C.I Loans to Small Firms (percent)

Tightening Standards for Commercial Real Estate (percent)

Res. Mortgages: Net Share, Banks Tightening (Haver Est, %)

Blue Chip Economic Indicators (BCEI) Archive of quarterly U.S. Consensus forecasts of real GDP growth
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Table 5: Results From Posterior maximization (parameters)

Prior distribution Prior mean Prior s.d. Posterior mode s.d.

�us1 beta 0.800 0.1000 0.8230 0.0581
�us2 gamm 0.300 0.2000 0.2536 0.0389
�us3 beta 0.500 0.2000 0.4304 0.3119
gY ssus norm 2.500 0.2500 2.7478 0.1696
rrus norm 2.000 0.2000 1.8412 0.1809
�us beta 0.900 0.0500 0.9240 0.0462
�us beta 0.100 0.0500 0.0752 0.0459
�us1 gamm 0.750 0.1000 0.7805 0.0669
�us2 beta 0.150 0.1000 0.0763 0.0712
�us3 gamm 0.200 0.0500 0.1151 0.0267
�us1 beta 0.500 0.1000 0.7414 0.0567
�us2 gamm 0.250 0.0500 0.2693 0.0432
us1 beta 0.500 0.0500 0.7863 0.0249
us2 gamm 1.500 0.3000 1.1206 0.2066
us4 gamm 0.200 0.0500 0.1998 0.0517
�us gamm 20.000 0.5000 19.9010 0.4940
�us gamm 1.000 0.5000 1.3180 0.5469
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Table 6: Results From Posterior Maximization (standard deviation of structural shocks)

Prior distribution Prior mean Prior s.d. Posterior mode s.d.

"uus invg 0.200 Inf 0.0926 0.0168
"Uus invg 0.100 Inf 0.0468 0.0194

"g
U

us invg 0.100 Inf 0.0466 0.0175
"yus invg 0.250 Inf 0.3036 0.0660
"Yus invg 0.050 Inf 0.3907 0.0573

"g
Y

us invg 0.100 Inf 0.0493 0.0233
"�us invg 0.700 Inf 1.8120 0.1671
"rsus invg 0.700 Inf 0.4892 0.0561
"rrus invg 0.200 Inf 0.0933 0.0390
"BLTus invg 0.400 Inf 0.5660 0.2519
"BLTus invg 0.200 Inf 0.0929 0.0385

Table 7: Results from posterior parameters (correlation of structural shocks)

Prior distribution Prior mean Prior s.d. Posterior mode s.d.

"yus; "
gY
us beta 0.250 0.1000 0.2148 0.1028

"Yus; "
�
us beta 0.050 0.0200 0.0385 0.0170
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Table 8: Quarter-on-quarter GDP growth: RMSE, 1998Q1 to 2009Q2

Horizon
Month 0 1 2 3 4 8 12

SQSM 1 2.62 2.57 2.67 2.76 2.76 3.07 2.88
2 2.65 2.57 2.64 2.72 2.79 3.07 2.90
3 2.67 2.55 2.62 2.70 2.78 3.09 2.90

SQSM (hard tunes) 1 2.19 2.58 2.67 2.76 2.75 3.09 2.88
2 1.96 2.44 2.75 2.71 2.81 3.10 2.91
3 1.80 2.34 2.75 2.71 2.80 3.11 2.92

SQSM (soft tunes) 1 2.31 2.58 2.67 2.76 2.76 3.08 2.88
2 2.13 2.47 2.66 2.70 2.80 3.08 2.90
3 1.97 2.41 2.70 2.69 2.79 3.10 2.91

Forecasts made after CPI release

Table 9: Year-on-year GDP growth: RMSE, 1998Q1 to 2009Q2

Horizon
Month 0 1 2 3 4 8 12

SQSM 1 1.30 1.52 1.64 1.75 1.83 2.16 1.98
2 1.31 1.51 1.62 1.72 1.82 2.15 2.00
3 1.32 1.51 1.62 1.71 1.80 2.16 2.01

SQSM (hard tunes) 1 1.00 1.33 1.58 1.75 1.83 2.18 2.00
2 0.86 1.17 1.47 1.73 1.84 2.18 2.05
3 0.78 1.04 1.41 1.69 1.81 2.17 2.07

SQSM (soft tunes) 1 1.11 1.40 1.59 1.74 1.83 2.17 1.99
2 0.98 1.26 1.49 1.71 1.82 2.17 2.03
3 0.87 1.16 1.45 1.69 1.80 2.17 2.05

Forecasts made after CPI release
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Table 10: Year-on-year core (CPI) in�ation: RMSE, 1998Q1 to 2009Q2

Horizon
Month 0 1 2 3 4 8 12

SQSM 1 0.24 0.41 0.59 0.75 0.73 0.49 0.54
2 0.24 0.41 0.60 0.76 0.75 0.53 0.54
3 0.24 0.41 0.60 0.76 0.76 0.54 0.53

SQSM (hard tunes) 1 0.24 0.40 0.59 0.74 0.72 0.50 0.54
2 0.12 0.27 0.41 0.55 0.66 0.53 0.54
3 0.07 0.23 0.38 0.54 0.67 0.53 0.53

SQSM (soft tunes) 1 0.24 0.41 0.59 0.74 0.72 0.50 0.54
2 0.11 0.27 0.42 0.57 0.68 0.53 0.54
3 0.06 0.23 0.39 0.55 0.68 0.53 0.53

Forecasts made after CPI release

Table 11: Fed Funds Rate: RMSE, 1998Q1 to 2009Q2

Month 0 1 2 3 4 8 12
SQSM 1 0.46 0.78 1.02 1.20 1.36 1.97 2.27

2 0.46 0.79 1.03 1.22 1.38 1.98 2.25
3 0.46 0.80 1.05 1.23 1.38 1.95 2.24

SQSM (hard tunes) 1 0.44 0.76 0.99 1.19 1.36 1.98 2.28
2 0.21 0.59 0.90 1.15 1.35 2.02 2.26
3 0.09 0.54 0.87 1.12 1.32 1.98 2.24

SQSM (soft tunes) 1 0.45 0.77 1.01 1.19 1.36 1.97 2.28
2 0.23 0.61 0.92 1.16 1.35 2.00 2.26
3 0.10 0.55 0.88 1.13 1.32 1.97 2.24

Forecasts made after CPI release
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Table 12: Unemployment rate: RMSE, 1998Q1 to 2009Q2

Horizon
Month 0 1 2 3 4 8 12

SQSM 1 0.22 0.37 0.49 0.61 0.70 1.07 1.22
2 0.22 0.37 0.50 0.61 0.70 1.08 1.21
3 0.22 0.37 0.50 0.61 0.70 1.06 1.20

SQSM (hard tunes) 1 0.18 0.32 0.48 0.61 0.71 1.10 1.23
2 0.14 0.31 0.46 0.63 0.77 1.15 1.23
3 0.08 0.24 0.38 0.55 0.68 1.11 1.22

SQSM (soft tunes) 1 0.20 0.34 0.48 0.61 0.70 1.08 1.22
2 0.14 0.30 0.45 0.59 0.71 1.10 1.22
3 0.08 0.25 0.40 0.55 0.67 1.08 1.21

Forecasts made after CPI release
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Figure 1: Real time forecasts made in the �nal month of the quarter and actual data,
2007Q1 to 2009Q3

2009M09

2007:1 2008:1 2009:1 2010:1 2011:1

−4

−2

0

2

4

6

GDP growth (YoY)

2007:1 2008:1 2009:1 2010:1 2011:1
−0.5

0

0.5

1

1.5

2

2.5

3

3.5
Inflation (YoY)

2007:1 2008:1 2009:1 2010:1 2011:1
0

1

2

3

4

5

6
Fed funds rate

2007:1 2008:1 2009:1 2010:1 2011:1
0

2

4

6

8

10

Unemployment rate

2007:1 2007:3 2008:1 2008:3 2009:1 2009:3 2010:1 2010:3 2011:1

0

20

40

60

80

100
Bank Lending Tightness



31

Figure 2: Uncertainty under estimated with hard tunes: Uncertainty around year-on-year
GDP growth forecasts after each data release in 2009Q1
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Figure 3: Uncertainty under estimated with hard tunes: Uncertainty around year-on-year
core in�ation forecasts after each data release in 2009Q1
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Figure 4: Uncertainty under estimated with hard tunes: Uncertainty around nominal fed
funds rate forecasts after each data release in 2009Q1

01 06 09 10 16 30 01 06 10 18 20 27 01 06 10 18 26
0

0.2

0.4

0.6

0.8

1

Nowcast for 2009Q1

Day

S
ta

n
d

a
rd

 d
e

vi
a

tio
n

 a
ro

u
n

d
 p

re
d

ic
tio

n
,%

 

 
Soft tunes
Hard tunes

01 06 09 10 16 30 01 06 10 18 20 27 01 06 10 18 26
0

0.2

0.4

0.6

0.8

1

Forecast for 2009Q2

S
ta

n
d

a
rd

 d
e

vi
a

tio
n

 a
ro

u
n

d
 p

re
d

ic
tio

n
, 

%

Day

01 06 09 10 16 30 01 06 10 18 20 27 01 06 10 18 26
0

0.2

0.4

0.6

0.8

1

Forecast for 2009Q3

S
ta

n
d

a
rd

 d
e

vi
a

tio
n

 a
ro

u
n

d
 p

re
d

ic
tio

n
,%

Day
01 06 09 10 16 30 01 06 10 18 20 27 01 06 10 18 26

0

0.2

0.4

0.6

0.8

1

Forecast for 2009Q4

S
ta

n
d

a
rd

 d
e

vi
a

tio
n

 a
ro

u
n

d
 p

re
d

ic
tio

n
,%

Day



34

Figure 5: Uncertainty under estimated with hard tunes: Uncertainty around unemploy-
ment forecasts after each data release in 2009Q1
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Figure 6: Uncertainty under estimated with hard tunes: Uncertainty around the output
gap forecasts after each data release in 2009Q1
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