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I.   INTRODUCTION 

The National Bank of the Republic of Belarus (NBRB) seeks to modernize its monetary policy 
framework and establish forecasting and policy analysis tools and processes. In early-2018 the 
NBRB announced switching to the interest-rate-based and forward-looking monetary policy with 
an increasing role of inflation forecasts.2 In line with this strategy, the NBRB seeks to develop a 
framework for forecasting and policy analysis (FPAS) with a structural macroeconomic model at 
its core3. 

The paper presents a structural quarterly projection model (QPM) for Belarus. It describes (i) the 
model structure, (ii) non-standard features to match the stylized facts of the Belarus economy 
and macroeconomic policy, (iii) calibration of the model, and (iv) model properties. We focus on 
highlighting the differences of the QPM for Belarus with respect to the workhorse canonical 
QPM presented in Berg et al. (2006a). 

A relatively rich model structure provides an analytical tool for evaluating counter-factual policy 
scenarios and policy simulations under a comprehensive range of policy options. For example, 
the QPM allows projecting and comparing macroeconomic outcomes when the central bank 
transits from money to inflation targeting and higher to lower degree of the exchange rate 
management, i.e. to a more flexible exchange rate. 

The rest of the paper comprehensively documents the main features and properties of the QPM 
for Belarus. We discuss key stylized facts of the Belarus economy policy conduct in section II, 
and present how these facts are captured in the specific model features and structure in section 
III. In section IV we discuss calibration of the model and calibration checks. We show results of 
several simulation exercises demonstrating implications of the monetary policy regime and 
model properties in section V. 

II.   BELARUSIAN ECONOMY AND MACROECONOMIC POLICY: STYLIZED FACTS 

Several key stylized facts of Belarusian economy are reflected in the model to ensure its 
relevance for macroeconomic policy debates and monetary policy making. The facts are related 
to (i) changes in the monetary policy framework, (ii) dollarization, (iii) wage policy, (iv) 
subsidized directed lending, (v) trade links and (vi) regulated prices. 

                                                 
2 Chapter II of Monetary Policy Guidelines for 2018: http://www.nbrb.by/engl/Legislation/documents/2018_E.pdf. 
3 See CNB (2003) for an example of FPAS. 

http://www.nbrb.by/engl/Legislation/documents/2018_E.pdf
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A.   Monetary policy modernization 

The NBRB plans to transit to forward-looking monetary policy and strengthen the policy 
framework. The bank moved from the de jure crawling peg to the managed floating exchange 
rate regime in 20154. Foreign exchange (FX) interventions are broadly rules-based, guided by a 
wide crawling band allowing smoothing and opportunistic build-up of reserves. The central bank 
officially operates under the money targeting with broad money as an intermediate target. The 
bank sets a medium-term objective for inflation and aims to keep it near 5 percent by 2020.  

The Belarusian monetary authorities expressed their intention to move to the inflation targeting 
over the next few years, which is also in line with recommendation of IMF’s Article IV 
missions.5 As a first step, the NBRB has announced moving to the interest-rate-based policy 
implementation in 2018. In modern central banks this change means using interest rates as a 
control variable that anchors the money market interest rate and better signals monetary policy 
actions. At the same time this change in policy implementation poses and transition to inflation 
targeting inevitably should lead to a diminishing role of money as intermediate policy target.6 
Given the likely transition to a more forward-looking monetary policy strategy, we allow for 
elements in our model that incorporate transition from money to inflation targeting and a more 
flexible exchange rate. 

B.   Dollarization  

The Belarusian economy is highly dollarized which is reflected in a large share of foreign 
currency in both newly originated loans and deposits, as well as in their respective stocks7.  In 
the last decade to 2017 the share of dollarized household and corporate deposits in the total stock 
has doubled from about 35 to 70 percent (Figure 1.A) driven by large exchange rate 
realignments8. On average in 2017, the share of foreign currency in the flow of newly originated 
deposits stood at about 64 percent (Figure 1.B). It is most likely the case of the financial 
dollarization, because private entities and corporations hold foreign denominated assets to 
mitigate adverse effects of potential depreciation of the Belarusian ruble. We consider it 

                                                 
4 See IMF (2017). 
5 See IMF (2016).  
6 This modernization is also in line with general reconsideration of money growth targets under Fund supported 

programs as discussed in IMF (2014) and IMF (2015). 
7 Besides dollarization, Kharitonchik and Dmitriev (2018) find relatively strong pass-through from the exchange rate 

to inflation and real economic activity. 
8 Both household and corporations hold FX loans but the main bulk, about 75 percent, consists of corporate loans. 
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important to capture dollarization in our model because it makes monetary policy transmission 
mechanism complex and hence poses a question about monetary policy efficiency in such 
circumstances. 

Figure 1.A: Shares of FX denominated deposits in 
the total stock of deposits, percent 

Figure 1.B: Shares of new FX denominated 
deposits in total new deposits, percent9 

  
Source: NBRB and authors’ calculations 

Dollarization affects demand via stocks as well as flows. For example, any depreciation raises 
the ruble value of the stock of foreign exchange deposits and consequently the wealth of 
depositors, but at the same time it increases ruble equivalent of the stock of FX-denominated 
debt. We assume that agents hold FX deposits primarily as insurance against depreciation and 
therefore we consider the positive wealth effects on consumption and on the real growth as tiny: 
neither households nor firms start to spend more once the ruble value of their deposits is higher.10 
On the contrary, depreciation can have a larger negative impact on demand if unhedged 
borrowers have to reallocate more ruble resources from financing demand to servicing the stock 
of FX-denominated loans. However, to account for the impact of the exchange rate movements 
on demand via revaluation of FX-denominated assets we would need to substantially extend the 
model and introduce the dynamics of the stock of foreign loans, the cost of loans service and 
their link to demand. 

                                                 
9 The flow numbers are adjusted for the difference in duration. For example, a new 1-month BYN deposit opened 12 

times over the same year does not create a flow which is 12 times higher than the equivalent amount of a deposit 

opened once and for a whole year. Hence, we weight new deposits by their average duration to achieve 

comparability of flows. Then deposits opened for 1 month and less have a weight of 1/12, for 1-3 months have a 

weight of 2/12, for 3-6 months 4.5/12 and so on.  
10 In fact, they might reduce their consumption in order to increase their foreign exchange deposits if they expect 

further depreciation. 
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In the current version of the model we focus only on the effect of dollarization on aggregate 
monetary conditions and aggregate demand via the flows or, in other words, via newly originated 
loans and deposits. Indeed, relatively large dollarization of flows means that only a part of asset 
prices depends on changes in the short-term domestic interest rate, which independent central 
banks are usually able to steer. Hence, the monetary policy transmission via the domestic interest 
rate channel is weaker.  

The monetary conditions in the dollarized part of flows are affected by expected changes in the 
exchange rate and hence the exchange rate channel still transmits the policy signal. The 
effectiveness of policy transmission then depends on how strongly the central bank manages the 
nominal exchange rate. If the exchange rate is more flexible – i.e., less tightly managed – and 
therefore is sensitive to changes in the domestic interest rate, then changes in the domestic policy 
rate will impact the expected ruble cost a new FX loan or the expected ruble rate of return on a 
new FX deposit. In our QPM we let ruble costs of the newly originated FX assets to enter 
aggregate monetary conditions and hence account for dollarization of asset flows. We note that 
our QPM can be applied to study the effect of the varying degrees of exchange rate flexibility on 
macroeconomic outcomes of monetary policy in dollarized economy11. 

C.   Wage policy 

For most of the 2000s, the Belarusian government pursued activist wage policy by setting 
nominal wage targets – often as an equivalent in US dollars – for state owned enterprises (SOEs) 
and state agencies (Figure 2). Given a still dominant role of the state sector and spill-overs to the 

private sector, the wage targets had a 
strong impact on the wage dynamics in the 
whole economy (Koczan, 2014). This was 
also one of key factors stimulating 
demand and high inflation and 
contributing to a sequence of currency 
crises between 2009 and 2014. The 
activist policy has been suspended after 
the latest episode of currency crisis in 
2014 and Belarusian authorities sought to 
ensure a more market-based wage setting 
mechanism, which would preserve the link 

                                                 
11 The degree of exchange rate flexibility is also at the discretion of a central bank, i.e. it is a policy choice. 

Figure 2: Nominal wages, average per annum, in 
USD equivalent 

 
Source: NBRB and authors’ calculations 
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between real wages and productivity. 

More recently, in 2017, the discussion about nominal wage objectives has been reopened within 
the Belarusian government once again. Considering that, we include wages in our model to study 
the impact of nominal wage shocks on macroeconomic dynamics – domestic demand and price 
pressures – and response of monetary authorities to that. 

D.   Fiscal support and directed lending 

The Belarusian government has been traditionally providing significant fiscal and quasi-fiscal 
support to SOEs. This support comes in various forms and includes: (i) fiscal expenditures, 
including export subsidies (ii) subsidized (directed) lending, (iii) debt guaranties and (iv) 
restructuring of SOEs debt to banks. Comprehensive accounting of quasi-fiscal activities appears 
challenging, including due to lack of time series capturing some forms of support. Also, while 
debt guaranties and debt restructuring add to fiscal risks and to potential pressures on public 
finances in the future, they seem to have no clear stimulating effect on aggregate demand in the 
short-run12. In contrast, subsidized direct lending means providing extra financial resources to the 
economy by the banking system and hence it affects aggregate demand in the short-run13 14.  

                                                 
12 For example, debt restructuring involves swapping banks’ loans to SOE’s for budget loans, which is accompanied 

by issuing government bonds of equivalent amount and transferring them to banks. As a result, the initial debt of 

SOEs’ to banking sector is replaced by IOU of the government vis-à-vis banks and of SOEs vis-à-vis government. In 

this scheme, no additional financial resources are spent and therefore there is no direct simulative effect on demand. 

Some effect might however come through the risk premium channel: as the stock of the government debt increases, 

investors might require higher premium to purchase such debt. This potentially might increase risk premium with 

higher level of the equilibrium (neutral) interest rate and hence slower economic growth in the long-run. We 

however do not analyze this long-run effects as it would require richer model of the fiscal sector, debt dynamics and 

more detailed modelling of the behavior of output in the long-run.  
13 Directed loans are provided in domestic and foreign currency, therefore we apply valuation adjustment to avoid 

counting change in the stock due to exchange rate movements as an extra impulse to aggregate demand.  
14 We calculate directed lending based on the operational information that the NBRB provides to the IMF country 

team for Belarus. This includes lending under government programs and activities by banks and OJSC 

"Development Bank of the Republic of Belarus" under the decisions of the President and the Council of Ministers of 

the Republic of Belarus. The information on lending under government programs and activities should not be 

considered statistical data and is presented for analytical purposes only. The list of government programs for which 

the NBRB conducts the analysis of lending is not complete. Authors are grateful to the IMF country team for 

Belarus for providing necessary data to clarify the coverage and make the valuation adjustment. 
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Subsidized lending has been 
particularly strong during the 2000s, 
and together with strong growth in 
nominal wages, contributed to 
macroeconomic imbalances and 
currency crises. Since 2015, the 
government has been cutting directed 
lending and plans to reduce the 
outstanding stock of such loans further 
(Figure 3). 

We incorporate fiscal support and the 
directed lending in the QPM for Belarus 
to study pressures on aggregate demand 
and implications for monetary policy. 
The impact of fiscal stimulus on 
demand is commonly evaluated in the 

form of fiscal impulse, which is the change of the cyclically-adjusted deficit between two 
periods. We assume that both fiscal policy and directed lending have similar impact on demand 
and calculate an impulse variable, which summarizes both. We take the ratio of fiscal deficit and 
of the change in the stock of directed loans to GDP. Then the change of this ratio between two 
consecutive quarters  is an impulse variable that affects aggregate demand. 

E.   Trade links with Russia and European Union  

Belarus is a small open economy with two major trading partners – Russian Federation and 
European Union – which account for almost three quarters of trade. The share of exports and 
imports of goods to GDP stands at 65 percent each. Economic and financial linkages have been 
particularly strong with Russia, which is reflected in a substantial harmonization of business 
cycles in these two economies (Figure 4). Belarusian exports of goods and services to this 
country are about 40 percent of total exports, while imports are approximately 60 percent. 
Furthermore, capital inflows from the eastern trading partners are significant: for example, about 
60 percent of all FDIs come from Russia. The energy discounts and implicit subsidies that Russia 
provided to Belarus during in 2009-2015 are estimated at about 10 percent of Belarus GDP per 
year on average. 

Figure 3: Fiscal Support and Directed Lending, percent of GDP 

 
Source: WEO database and author’s calculations 
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Such economic links make Belarus demand and inflation exposed to economic developments in 
trading partners. Hence, we reflect such links in the model, to capture the effect of foreign 
developments on domestic macroeconomic dynamics and policy. 

A simpler setup of the canonical QPM 
suggests that only one largest trading 
partner represents the foreign sector, 
which may lead to omitting important 
information when trade and financial 
flows are diversified. In what follows we 
extend the canonical setup by allowing 
for three trading partners: Russia, EU and 
the US, with the latter being a proxy for 
the rest of the world.   

F.   Regulated Prices  

Prices for some goods and services in the consumer basket are subject to administrative 
regulations. In particular, utility prices and transport tariffs are set by the government. 
Authorities report core and non-core inflation; prices for core goods and services are less volatile 
and driven by market-based setting mechanism. They account for circa 75 percent of the CPI 
basket. The more volatile non-core component – remaining part of the basket – includes prices 
for fruit and vegetable as well as regulated prices. Over the last 15 years the non-core prices 
clearly grew faster relative to core (Figure 5).  

Figure 5.A: Core and non-core inflation, annualized q-
o-q, percent 

Figure 5.B: Core and non-core prices, natural 
log*100 

  
Source: NBRB and authors’ calculations 
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Authorities announced a plan to raise the utility cost recovery from 58 percent in 2017 to 100 
percent over the next few years, which will imply a set of shocks to non-core inflation 
component in the future and continue the trend of non-core prices growing faster than the core. 
Given their different patterns of behavior and factors that push them, we model core and non-
core prices as separate components in the supply block of the model. 

III.   STRUCTURE AND FEATURES OF THE QPM FOR BELARUS 

This part describes how stylized facts alter representation of the QPM, otherwise described in 
Berg et al. (2006a) and Berg et al. (2006b). New equations or terms in equation different from 
the workhorse model are highlighted in red. The whole model is in Appendix B. 

A.   Monetary policy and exchange rate framework 

The policy block in the model allows switching from the money targeting (MT) strategy with 
full adherence to the target, to partial MT adherence and to inflation targeting (IT). Regardless 
of the strategy, policy actions are reflected in the dynamics of money market interest rates, 
which is the first step in the policy transmission.  

Hence, there are two implicit interest rates in the model, one for each “pure” policy regime: MT 
with full adherence to the target and IT. The policy interest rate consistent with inflation target, 
𝑖𝑖𝑡𝑡𝐼𝐼𝐼𝐼 is according to a forward-looking policy rule: 

𝑖𝑖𝑡𝑡𝐼𝐼𝐼𝐼 = 𝑔𝑔1 ⋅ 𝑖𝑖𝑡𝑡−1𝐼𝐼𝐼𝐼 + (1 − 𝑔𝑔1) ⋅ �𝑖𝑖𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁 + 𝑔𝑔2 ⋅ (𝐸𝐸𝑡𝑡𝜋𝜋4𝑡𝑡+3 − 𝜋𝜋4𝑡𝑡+3𝐼𝐼𝑁𝑁𝑁𝑁) + 𝑔𝑔4 ⋅ 𝑦𝑦�𝑡𝑡�, (1) 

where 𝐸𝐸𝑡𝑡𝜋𝜋4𝑡𝑡+3 is expected y-o-y inflation in time t+3 based on information at time t, 𝜋𝜋4𝐼𝐼𝑁𝑁𝑁𝑁 is 
the inflation target, 𝑦𝑦� is the output gap, and 𝑖𝑖𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁 is the neutral level of the policy interest rate 
consistent with expected inflation and economy operating at a potential output (i.e., the output 
gap is zero)15. 

The second interest rate, 𝑖𝑖𝑀𝑀𝐼𝐼, is consistent with the intermediate money target under monetary 
targeting strategy. Its level prevails in the money market if the central bank fully adheres to the 
money target. Money demand function relates money and the interest rates. The dynamic form 
of money demand in the model is the following: 

Δr𝑚𝑚3𝑡𝑡 = Δ𝑦𝑦𝑡𝑡 + 𝛾𝛾1{�𝑖𝑖𝑡𝑡 − 𝑖𝑖𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁) − (𝑖𝑖𝑡𝑡−1− 𝑖𝑖𝑡𝑡−1𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁�} + 𝛾𝛾2𝑟𝑟𝑚𝑚3�𝑡𝑡−1 − Δ�̅�𝑣𝑡𝑡 + 𝜀𝜀𝑡𝑡Δr𝑚𝑚3,  (2) 
                                                 
15 The neutral rate is defined as a sum of expected inflation and the natural rate of interest. The natural rate of 

interest is the real rate consistent with neutral effects on growth and inflation. Bezborodova and Vlcek (2018) 

provide an example of estimation of the natural rate for Belarus. 
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where Δr𝑚𝑚3 is real money growth, Δ𝑦𝑦 is real GDP growth,  𝑟𝑟𝑚𝑚3� is the real money gap, Δ�̅�𝑣 is 
the rate of change in trend money velocity, and 𝜀𝜀Δr𝑚𝑚3 is a money demand shock. Equation (2) 
ensures that the nominal money growth is consistent with the real growth adjusted by inflation 
and velocity. If the economy is in long-term equilibrium – and interest rate is at the neutral level 
and the real money demand gap is zero, (2) collapses to the identity from quantitative money 
theory: Δ𝑚𝑚�𝑡𝑡 − 𝜋𝜋4𝑡𝑡𝐼𝐼𝑁𝑁𝑁𝑁 = Δ𝑦𝑦�𝑡𝑡 − Δ�̅�𝑣𝑡𝑡.  

The real money gap ensures dynamic correction of variables in levels, so that demand for real 
money balances is in line with the level of output, 𝑦𝑦𝑡𝑡, adjusted by the velocity, �̅�𝑣𝑡𝑡, and the 
market interest rate, 𝑖𝑖𝑡𝑡: 

𝑟𝑟𝑚𝑚3�𝑡𝑡 = 𝑟𝑟𝑚𝑚3𝑡𝑡 − (𝑦𝑦𝑡𝑡 − 𝛾𝛾1(𝑖𝑖𝑡𝑡 − 𝑖𝑖𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁) − �̅�𝑣𝑡𝑡).   (3) 

When targeting money, the central bank sets the money growth target, Δ𝑚𝑚3𝐼𝐼𝑁𝑁𝑁𝑁. Different 
designs of the money target can be explored in Andrle et al. (2013). In the model we reflect the 
design employed by the NBRB with the money target set one period in advance. The nominal 
money growth target is a sum of projected GDP growth, inflation target and shock to real 
demand for money, less the change in velocity at time t as expected at time t-1: 

  Δ𝑚𝑚3𝑡𝑡𝐼𝐼𝑁𝑁𝑁𝑁 = 𝐸𝐸𝑡𝑡−1{𝑦𝑦𝑡𝑡𝐺𝐺𝐺𝐺𝐺𝐺} + 𝐸𝐸𝑡𝑡−1{𝜋𝜋4𝑡𝑡𝐼𝐼𝑇𝑇𝑇𝑇} − 𝐸𝐸𝑡𝑡−1{Δ�̅�𝑣𝑡𝑡} + 𝐸𝐸𝑡𝑡−1{𝜀𝜀𝑡𝑡𝛥𝛥𝑁𝑁𝑚𝑚3}  (4) 

The GDP projection 𝐸𝐸𝑡𝑡−1{𝑦𝑦𝑡𝑡𝐺𝐺𝐺𝐺𝐺𝐺} is produced by the Government and the NBRB takes it as 
exogenous when deciding the target for money growth. Setting the target in advance means 
defining it at t-1, before an actual shock to money demand, shocks to output and velocity are 
observed at t. Once these shocks take place, the central bank either does not accommodate the 
shocks by leaving money supply unchanged or accommodates them by fully adjusting the 
supply.  

If the bank does not accommodate the shocks, then the original money target is met, but at the 
cost of a more volatile money market interest rate – the case of full adherence to money target.  

The interest rate in the case of full adherence to money target  𝑖𝑖𝑡𝑡𝑀𝑀𝐼𝐼 can be recovered from (2) 
where the left-hand side is replaced by the target and actual inflation and all shocks are 
accounted for16: 

Δ𝑚𝑚3𝑡𝑡𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜋𝜋𝑡𝑡 = Δ𝑦𝑦𝑡𝑡 + 𝛾𝛾1��𝑖𝑖𝑡𝑡𝑀𝑀𝐼𝐼 − 𝑖𝑖𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁) − (𝑖𝑖𝑡𝑡−1− 𝑖𝑖𝑡𝑡−1𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁�� − ⋯ 

…− 𝛾𝛾2𝑟𝑟𝑚𝑚3�𝑡𝑡−1 − Δ�̅�𝑣𝑡𝑡 + 𝜀𝜀𝑡𝑡𝛥𝛥𝑁𝑁𝑚𝑚3 ,   (5) 

                                                 
16 Clearly, if there are no such shocks then 𝑖𝑖𝑡𝑡𝑀𝑀𝐼𝐼 = 𝑖𝑖𝑡𝑡𝐼𝐼𝐼𝐼. 
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hence, for 𝑖𝑖𝑡𝑡𝑀𝑀𝐼𝐼: 

𝑖𝑖𝑡𝑡𝑀𝑀𝐼𝐼 = 𝑖𝑖𝑡𝑡−1 + �𝑖𝑖𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁− 𝑖𝑖𝑡𝑡−1𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁� + ⋯                              

… + 1
𝛾𝛾1

{Δ𝑚𝑚3𝑡𝑡𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜋𝜋𝑡𝑡 − Δ𝑦𝑦𝑡𝑡 + 𝛾𝛾2𝑟𝑟𝑚𝑚3�𝑡𝑡−1 + Δ�̅�𝑣𝑡𝑡 − 𝜀𝜀𝑡𝑡Δr𝑚𝑚3}.   (5’) 

If the central bank accommodates shocks at least partially, the money market interest rate is 
smoothed at a cost of missing the money target in (4) – the case of only partial adherence to the 
money target. The market interest rate, 𝑖𝑖𝑡𝑡, is then an average of the IT and MT rates: 

𝑖𝑖𝑡𝑡 = 𝑚𝑚𝑚𝑚𝑟𝑟 ⋅  𝑖𝑖𝑡𝑡𝐼𝐼𝐼𝐼 + (1 −𝑚𝑚𝑚𝑚𝑟𝑟) ⋅ 𝑖𝑖𝑡𝑡𝑀𝑀𝐼𝐼     (6) 

Hence, parameter 𝑚𝑚𝑚𝑚𝑟𝑟 in the model allows capturing policy regimes ranging from “pure” 
money growth targeting with full adherence (𝑚𝑚𝑚𝑚𝑟𝑟 = 0) to the target, through the partial 
adherence (0 < 𝑚𝑚𝑚𝑚𝑟𝑟 < 1) to fully fledged inflation targeting (𝑚𝑚𝑚𝑚𝑟𝑟 = 1). 

Exchange rate 

Belarus gradually moves towards higher exchange rate flexibility. To account for that, the model 
allows for varying degrees of exchange rate flexibility by weighting two extreme regimes – free 
float and the exchange rate peg. The modified uncovered interest rate parity (UIP) condition in 
the model is similar to Benes et al. (2008) and it is the following: 

𝑠𝑠𝑡𝑡 = (1 − 𝑒𝑒𝑚𝑚𝑟𝑟)  ⋅ (𝑠𝑠𝑡𝑡−1 + Δ𝑠𝑠𝑡𝑡𝐼𝐼𝑁𝑁𝑁𝑁) + 𝑒𝑒𝑚𝑚𝑟𝑟 ⋅ (𝑒𝑒1 ⋅ (𝑠𝑠𝑡𝑡−1 + Δ𝑧𝑧�̅�𝑡 + 𝜋𝜋𝑡𝑡 − 𝜋𝜋𝑡𝑡𝐸𝐸𝐸𝐸) + … 

… + (1 − 𝑒𝑒1) ⋅ 𝐸𝐸𝑡𝑡𝑠𝑠𝑡𝑡+1 −
𝑖𝑖𝑡𝑡
4

+ 𝑖𝑖𝑡𝑡𝐸𝐸𝐸𝐸

4
+ 𝑝𝑝𝑁𝑁𝑁𝑁𝑚𝑚𝑡𝑡

4
)+ 𝜀𝜀𝑡𝑡𝑠𝑠 ,   (7) 

where Δ𝑠𝑠𝐼𝐼𝑁𝑁𝑁𝑁 is the implicit or explicit nominal exchange rate depreciation target, 𝑚𝑚𝑟𝑟𝑒𝑒𝑚𝑚 is the 
country risk premium, and 𝐸𝐸𝑡𝑡𝑠𝑠𝑡𝑡+1 is the expected at time t nominal exchange rate at t+1. By 
setting parameter 𝑒𝑒𝑚𝑚𝑟𝑟 = 1 one gets free floating exchange rate consistent with the common UIP 
with partly backward-looking agents. Any 0 < 𝑒𝑒𝑚𝑚𝑟𝑟 < 1 captures the case of exchange rate 
smoothing using FX interventions and 𝑒𝑒𝑚𝑚𝑟𝑟 = 0 captures the case of a peg. Under the peg the 
central bank targets the rate of the nominal exchange rate depreciation, which should be 
consistent with the differential in inflation objectives and the rate of the long-run (equilibrium) 
real exchange rate depreciation, Δ𝑧𝑧̅: 

Δ𝑠𝑠𝑡𝑡𝐼𝐼𝑁𝑁𝑁𝑁 = Δ𝑧𝑧�̅�𝑡 + 𝜋𝜋𝑡𝑡𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜋𝜋𝑡𝑡𝐸𝐸𝐸𝐸.     (8) 

The more the central bank controls or smooths the exchange rate, the more difficult it is to steer 
the domestic money market rate unless capital controls are introduced. To capture the whole 
range of exchange rate and capital control policies, we introduce UIP implied interest rate, 𝑖𝑖𝑈𝑈𝐼𝐼𝑈𝑈. 
It is derived from the UIP equation and it is the interest rate which would prevail on the 
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domestic money market if the central bank controls the nominal exchange rate17 and capital 
mobility is full: 

𝑖𝑖𝑡𝑡𝑈𝑈𝐼𝐼𝑈𝑈 = 𝐸𝐸𝑡𝑡Δ𝑠𝑠𝑡𝑡+1 + 𝑖𝑖𝑡𝑡𝐸𝐸𝐸𝐸 + 𝑚𝑚𝑟𝑟𝑒𝑒𝑚𝑚𝑡𝑡.    (9) 

If we assume that the central bank loses its power to steer domestic interest rates, when it 
intervenes in the FX market, we can write the money market rate as a weighted average of the 
UIP implied rate and the IT rate: 

𝑖𝑖𝑡𝑡 = (1 − 𝑒𝑒𝑚𝑚𝑟𝑟) ⋅  𝑖𝑖𝑡𝑡𝑈𝑈𝐼𝐼𝑈𝑈 + 𝑒𝑒𝑚𝑚𝑟𝑟 ⋅ 𝑖𝑖𝑡𝑡𝐼𝐼𝐼𝐼 .    (10) 

Combining equation (10) and (6), we get a comprehensive set of monetary policy and exchange 
rate options and the dynamic equation for the interest rate: 

 𝑖𝑖𝑡𝑡 = (1 − 𝑒𝑒𝑚𝑚𝑟𝑟) ⋅ 𝑖𝑖𝑡𝑡𝑈𝑈𝐼𝐼𝑈𝑈 + 𝑒𝑒𝑚𝑚𝑟𝑟 ⋅ (𝑚𝑚𝑚𝑚𝑟𝑟 ⋅  𝑖𝑖𝑡𝑡𝐼𝐼𝐼𝐼 + (1 −𝑚𝑚𝑚𝑚𝑟𝑟) ⋅ 𝑖𝑖𝑡𝑡𝑀𝑀𝐼𝐼) + 𝜀𝜀𝑡𝑡𝑖𝑖 . (11) 

The whole monetary and exchange rate policy block determining the policy interest rate and the 
exchange rate can be summarized by the previous equations. Table 1 lists calibration options 
and implied monetary and exchange rate regimes. 

Table 1: Monetary policy and exchange rate regimes on the back of parameter setting 

 epr=0 0<epr <1 epr = 1 

mpr = 0 Money targeting and  

pegged ER* 

Money targeting and 
managed ER 

Money targeting and  

floating ER 

mpr = 1 Inflation targeting and 
pegged ER* 

Inflation targeting and 
managed ER 

Inflation targeting and 
floating ER 

    Note: * - assumes full capital controls or the peg consistent with the money growth or inflation objective. 

Hence, equations (1)-(5’), (7)-(8) and (11) layout the monetary and exchange rate model block.  

B.   Dollarization 

Due to dollarization, the real monetary condition index (rmci) is modified by adding the 
effective real interest rate on FX denominated loans: 

𝑟𝑟𝑚𝑚𝑟𝑟𝑖𝑖𝑡𝑡 = 𝑏𝑏21 ⋅ (𝑏𝑏22 ⋅ �̂�𝑟𝑡𝑡 + (1 − 𝑏𝑏22) ⋅ �̂�𝑟𝑡𝑡𝐹𝐹𝐸𝐸) + (1 − 𝑏𝑏21) ⋅ �̂�𝑧𝑡𝑡,   (12) 

                                                 
17 The exchange rate can be controlled using unsterilized interventions or by setting the domestic interest rate. If the 
exchange rate path is achieved using the market interest rate then the UIP implied rate equals to the market one.  
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where �̂�𝑟 is the gap of the domestic real policy interest rate, �̂�𝑟𝐹𝐹𝐸𝐸 is the gap of the real effective 
rate for on FX loans.18 The real rate on FX loans is derived from the nominal cost of servicing 
the FX loans, 𝑖𝑖𝐹𝐹𝐸𝐸. This nominal cost is equal to the nominal interest rate on a loan adjusted by 
the expected nominal exchange rate depreciation:  

𝑖𝑖𝑡𝑡𝐹𝐹𝐸𝐸 = 𝑖𝑖𝑡𝑡𝐸𝐸𝐹𝐹
� + Δ𝑠𝑠𝑡𝑡+1𝐸𝐸𝐹𝐹� + 𝑚𝑚𝑟𝑟𝑒𝑒𝑚𝑚𝑡𝑡

𝐹𝐹𝐸𝐸,    (13) 

where 𝑖𝑖𝐸𝐸𝐹𝐹�  is the effective interest rate on FX loans provided by the Belarusian banks, Δ𝑠𝑠𝐸𝐸𝐹𝐹�  is 
the expected rate of effective nominal exchange rate depreciation, and 𝑚𝑚𝑟𝑟𝑒𝑒𝑚𝑚𝐹𝐹𝐸𝐸 is the credit 
premium. The interest rate on FX loans is a weighted average of foreign – EU, RU, and the US 
– rates. Tilde above variables indicates that the effective measures use the shares of EUR, RUB, 
and USD currencies in total FX loans as weights. These weights differ from the trade weights, 
which are used in the rest of the model (see appendix C). The credit premium is assumed to 
follow an AR process. 

The equilibrium level of the FX lending rate, �̅�𝑟𝐹𝐹𝐸𝐸, is the weighted average of the foreign 
equilibrium real interest rates, �̅�𝑟𝑡𝑡𝐸𝐸𝐹𝐹

� , adjusted by the equilibrium FX country risk 
premium, 𝑚𝑚𝑟𝑟𝑒𝑒𝑚𝑚�������𝐹𝐹𝐸𝐸, and equilibrium real exchange rate depreciation (FX loans weights), Δ𝑧𝑧̅𝐸𝐸𝐹𝐹� : 

�̅�𝑟𝑡𝑡𝐹𝐹𝐸𝐸 = �̅�𝑟𝑡𝑡𝐸𝐸𝐹𝐹
� + 𝑚𝑚𝑟𝑟𝑒𝑒𝑚𝑚�������𝑡𝑡𝐹𝐹𝐸𝐸 + Δ𝑧𝑧̅𝐸𝐸𝐹𝐹� + 𝜀𝜀𝑡𝑡�̅�𝑁

𝐹𝐹𝐸𝐸.    (14) 

C.   Wages  

We assume sticky nominal wages to match the moments in the data and follow Erceg et al. 
(2000) to have the wage equation similar to the Phillips curve. The real wage gap, 𝑟𝑟𝑟𝑟� , and the 
output gap, 𝑦𝑦�, drive the nominal wage growth, Δ𝑟𝑟:  

Δ𝑟𝑟𝑡𝑡 = 𝑟𝑟1 ⋅ Δ𝑟𝑟𝑡𝑡−1 + (1 − 𝑟𝑟1) ⋅ Δ𝑟𝑟𝑡𝑡+1 + 𝑟𝑟2 ⋅ (𝑟𝑟3 ⋅ 𝑦𝑦�𝑡𝑡 − (1 − 𝑟𝑟3) ⋅ 𝑟𝑟𝑟𝑟�𝑡𝑡) + 𝜀𝜀𝑡𝑡𝑤𝑤 (15)  

According to (15), the wage growth speeds up during booms (positive output gap) and 
decelerates during busts (negative output gap). On the contrary, there is a negative correlation 
between the nominal wage growth and the real wage gap: e.g. real wages below the equilibrium 
level imply that the nominal wage growth should speed up. The real wage is the nominal wage 
adjusted by CPI, in log terms: 

𝑟𝑟𝑟𝑟𝑡𝑡 = 𝑟𝑟𝑡𝑡 − 𝑚𝑚𝑡𝑡.     (16) 

 

                                                 
18 Example of dollarization derived in a DSGE model can be found in Djukic et al. (2018). 



 16 

The real wage is then decomposed into the unobserved gap 𝑟𝑟𝑟𝑟�  and the equilibrium 𝑟𝑟𝑟𝑟���� 
components: 

 𝑟𝑟𝑟𝑟𝑡𝑡 = 𝑟𝑟𝑟𝑟�𝑡𝑡 − 𝑟𝑟𝑟𝑟����𝑡𝑡.     (17) 

The share of nominal wages in nominal GDP is relatively stable. In the model we have real 
wages and real GDP, which are obtained by deflating nominal variables with two deflators: CPI 
and GDP deflator, respectively. Applying two different deflators gives rise to a trend in the ratio 
of real wages to real GDP due to a trend in CPI relative to GDP deflator19. We therefore link 
equilibrium level of real wages to the equilibrium level of real GDP and model a trend in the 
ratio of these two variables:  

𝑟𝑟𝑟𝑟_𝑦𝑦𝑡𝑡 = 𝑟𝑟𝑟𝑟𝑡𝑡 − 𝑦𝑦𝑡𝑡,     (18) 

Δ𝑟𝑟𝑟𝑟_𝑦𝑦�������𝑡𝑡 = 𝜌𝜌𝑁𝑁𝑤𝑤_𝑦𝑦������� ⋅ Δ𝑟𝑟𝑟𝑟_𝑦𝑦�������𝑡𝑡−1 + (1 − 𝜌𝜌𝑁𝑁𝑤𝑤_𝑦𝑦�������) ⋅ Δ𝑟𝑟𝑟𝑟_𝑦𝑦�������𝑠𝑠𝑠𝑠 + 𝜀𝜀𝑡𝑡
𝑁𝑁𝑤𝑤_𝑦𝑦�������  (19) 

The real wage gap enters also the output gap equation and the Philips curve for core inflation to 
capture that wages create demand and partly responsible for domestic cost pressures. 

D.   Fiscal and Directed Lending Impulses 

We define fiscal and directed lending impulse variables, which approximate short-run demand 
pressures from respective policies and therefore enter the output gap equation. The budget 
deficit and change in directed loans in percent of nominal GDP are the following: 

𝑑𝑑𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡 = Δ𝐷𝐷𝐷𝐷𝑡𝑡
𝑁𝑁𝐺𝐺𝐷𝐷𝑈𝑈𝑡𝑡

,     (19) 

𝑏𝑏𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡 = 𝐵𝐵𝐷𝐷𝑡𝑡
𝑁𝑁𝐺𝐺𝐷𝐷𝑈𝑈𝑡𝑡

,     (19’) 

where 𝛥𝛥𝛥𝛥𝛥𝛥 is the change in the stock of directed loans, 𝐵𝐵𝛥𝛥 is a fiscal (budget) deficit of the 
consolidated government and 𝑁𝑁𝑁𝑁𝛥𝛥𝑁𝑁 is the level of nominal GDP. Then the first differences for 
these two variables are directed lending and fiscal impulses respectively. We treat them as extra 
policy (or control) variables and assume that they are both simple AR(1) processes in our model:  

Δ𝑑𝑑𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡 = 𝜌𝜌𝑑𝑑𝑁𝑁 ∙ Δ𝑑𝑑𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡−1 + 𝜀𝜀𝑡𝑡
𝑑𝑑𝑁𝑁2𝑛𝑛𝑛𝑛𝑑𝑑𝑝𝑝,   (20) 

Δ𝑏𝑏𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡 = 𝜌𝜌𝑏𝑏𝑑𝑑 ∙ Δ𝑏𝑏𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡−1 + 𝜀𝜀𝑡𝑡
𝑏𝑏𝑑𝑑2𝑛𝑛𝑛𝑛𝑑𝑑𝑝𝑝.   (20’) 

                                                 
19 GDP deflator grew faster than CPI over the last 15 years. Another way to deal with this would be to explicitly 
introduce GDP deflator in the model and model trends in relative CPI and GDP deflator. However, we prefer a 
more parsimonious way, which lets us avoid modelling extra price indices. 
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The total fiscal and directed lending impulse is then: 

𝑓𝑓𝑑𝑑𝑑𝑑𝑖𝑖𝑚𝑚𝑚𝑚𝑡𝑡 = Δ𝑏𝑏𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡 + Δ𝑑𝑑𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡.         (21)  

E.   Foreign block 

The high share of Russia and the EU in the Belarusian external trade requires using effective 
measures in the foreign block of the model. Effective inflation, the output gap, and the nominal 
interest rate are weighted averages of respective variables for Russia, the EU, and the US as a 
proxy for the rest of the world and have the following representation:  

𝑥𝑥𝑡𝑡𝐸𝐸𝐸𝐸 = 𝑟𝑟𝑇𝑇𝑈𝑈 ⋅ 𝑥𝑥𝑡𝑡𝑇𝑇𝑈𝑈 + 𝑟𝑟𝐸𝐸𝑈𝑈 ⋅ 𝑥𝑥𝑡𝑡𝐸𝐸𝑈𝑈 + (1 − 𝑟𝑟𝑇𝑇𝑈𝑈 − 𝑟𝑟𝐸𝐸𝑈𝑈) ⋅ 𝑥𝑥𝑡𝑡𝑈𝑈𝑈𝑈 ,  (22) 

where 𝑟𝑟′𝑠𝑠 are the weights and 𝑥𝑥′𝑠𝑠 are inflation, the output gap, or the interest rates for each 
country.20 All effective foreign variables have superscript EX. The weights are consistent with 
the country shares in external trade and FDI inflows. 

Each foreign country block admits a non-structural, i.e. a reduced form, representation: variables 
follow AR processes with calibrated steady-states. For example, the “Russian” block: 

𝜋𝜋𝑡𝑡𝑇𝑇𝑈𝑈 = 𝜌𝜌𝜋𝜋𝑇𝑇𝑈𝑈 ⋅ 𝜋𝜋𝑡𝑡−1𝑇𝑇𝑈𝑈 + �1 − 𝜌𝜌𝜋𝜋𝑇𝑇𝑈𝑈� ⋅ 𝜋𝜋𝑇𝑇𝑈𝑈𝑈𝑈𝑈𝑈 + 𝜀𝜀𝑡𝑡𝜋𝜋
𝑅𝑅𝑅𝑅 ,   (23) 

𝑦𝑦�𝑡𝑡𝑇𝑇𝑈𝑈 = 𝜌𝜌𝑦𝑦�𝑇𝑇𝑈𝑈 ⋅ 𝑦𝑦�𝑡𝑡−1 + 𝜀𝜀𝑡𝑡
𝑦𝑦�𝑇𝑇𝑈𝑈,    (24) 

𝑖𝑖𝑡𝑡𝑇𝑇𝑈𝑈 = 𝜌𝜌𝑖𝑖𝑇𝑇𝑈𝑈 ⋅ 𝑖𝑖𝑡𝑡−1𝑇𝑇𝑈𝑈 + �1 − 𝜌𝜌𝑖𝑖𝑇𝑇𝑈𝑈� ⋅ ��̅�𝑟𝑇𝑇𝑈𝑈 + 𝜋𝜋𝑇𝑇𝑈𝑈𝑈𝑈𝑈𝑈� + 𝜀𝜀𝑡𝑡𝑖𝑖
𝑇𝑇𝑈𝑈,  (25) 

where  𝜋𝜋 is q-o-q inflation, 𝑦𝑦� is the output gap, 𝑖𝑖 are the nominal policy rate, �̅�𝑟 is the real 
equilibrium interest rate and 𝜀𝜀’s are shocks.  

The foreign block in this representation requires (i) using the effective nominal exchange rate 
and (ii) producing or collecting extraneous forecasts for all trading partners in the model. 
Accordingly, the effective nominal exchange rate is present in the model and it is used in (7) as 
well as in the definition of the real exchange rate. Given the effective measures, forecasting with 
the model requires collecting forecasts for Russia, the EU block of countries, and the US. 
Therefore, there is a trade-off expanding the model further by adding more countries or regions. 

                                                 
20 The effective foreign demand is approximated using only RU and the EU output gaps.  The US variables are 

present in effective inflation and interest rate measures only. 
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F.   Inflation block 

Core and non-core inflation differ in their dynamics and composition of the real marginal 
costs.21  

Core inflation 

𝜋𝜋𝑡𝑡𝐶𝐶 = 𝑎𝑎11 ⋅ 𝐸𝐸𝑡𝑡𝜋𝜋𝑡𝑡+1𝐶𝐶 + (1 − 𝑎𝑎11) ⋅ 𝜋𝜋𝑡𝑡−1𝐶𝐶 + 𝑎𝑎12 ⋅ {𝑎𝑎13 ⋅ [𝑎𝑎14 ⋅ 𝑦𝑦�𝑡𝑡 + (1 − 𝑎𝑎14) ⋅ 𝑟𝑟𝑟𝑟�𝑡𝑡] +… 
  

… + (1 − 𝑎𝑎13) ⋅ [(1 − 𝑎𝑎15) ⋅ (�̂�𝑧𝑡𝑡 − 𝑟𝑟𝑚𝑚�𝑡𝑡) + 𝑎𝑎15 ⋅ (𝑟𝑟𝑚𝑚�𝑡𝑡
𝑂𝑂𝑖𝑖𝑁𝑁 − 𝑟𝑟𝑚𝑚�𝑡𝑡)]} + 𝜀𝜀𝑡𝑡𝜋𝜋

𝐶𝐶,   

(26) 

where 𝜋𝜋𝐶𝐶  is core inflation, 𝑦𝑦� is the output gap, �̂�𝑧 is the real effective exchange rate gap and  𝑟𝑟𝑟𝑟�  
is the gap of the real wage. According to that, agents’ inflation expectations is a weighted 
average of past inflation 𝜋𝜋𝑡𝑡−1𝐶𝐶 , and inflation expected in the next period 𝐸𝐸𝑡𝑡𝜋𝜋𝑡𝑡+1𝐶𝐶  Relative prices 
of core and headline CPI is the difference in respective logs: 

𝑟𝑟𝑚𝑚𝑡𝑡 = 𝑚𝑚𝑡𝑡𝑐𝑐 − 𝑚𝑚𝑡𝑡 ,    (27) 

and the respective gap, 𝑟𝑟𝑚𝑚�, is:  

𝑟𝑟𝑚𝑚�𝑡𝑡 = 𝑟𝑟𝑚𝑚𝑡𝑡 − 𝑟𝑟𝑚𝑚���𝑡𝑡.     (28) 

The relative price of oil is22 

𝑟𝑟𝑚𝑚𝑡𝑡𝐺𝐺𝑖𝑖𝑁𝑁 = 𝑚𝑚𝑡𝑡𝐺𝐺𝑖𝑖𝑁𝑁 − {𝑟𝑟𝑇𝑇𝑈𝑈 ⋅ 𝑟𝑟𝑚𝑚𝑖𝑖𝑡𝑡𝑇𝑇𝑈𝑈 + 𝑟𝑟𝐸𝐸𝑈𝑈 ⋅ 𝑟𝑟𝑚𝑚𝑖𝑖𝑡𝑡𝐸𝐸𝑈𝑈 + (1 − 𝑟𝑟𝑇𝑇𝑈𝑈 − 𝑟𝑟𝐸𝐸𝑈𝑈) ⋅ 𝑟𝑟𝑚𝑚𝑖𝑖𝑡𝑡𝑈𝑈𝑈𝑈},  (29) 

with the respective oil price gap  

𝑟𝑟𝑚𝑚�𝑡𝑡
𝐺𝐺𝑖𝑖𝑁𝑁 = 𝑟𝑟𝑚𝑚𝑡𝑡𝐺𝐺𝑖𝑖𝑁𝑁 − 𝑟𝑟𝑚𝑚���𝑡𝑡𝐺𝐺𝑖𝑖𝑁𝑁.     (30) 

The composition of real marginal costs differs from that in the canonical model. We split them 
into domestic and imported costs, and imported costs are further decomposed into energy and 
non-energy components. The real exchange rate gap approximates prices of non-energy imports 
and ensures that the price level in Belarus and foreign economies is in line with the relative 
version of purchasing power parity. This gap is further adjusted by the relative price gap to 
ensure constant relative price levels, which essentially gives the real exchange rate gap defined 
using core CPI. The relative price of oil approximates the cost of imported energy. Domestic 

                                                 
21 Also, see Andrle et al. (2013b) 
22 Note that the price of oil is in units of the basket of three currencies RUB, EUR and USD taken with the weights 

as in (23).  
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costs are defined as a combination of the real wage gap, approximating the cost of labor, and the 
output gap, approximating all other domestic costs. 

Because the non-core component in large encompasses utilities and transportation costs we 
assume that the price setting for this component primarily depends on the domestic equivalent of 
imported costs. Hence, the Philips Curve for non-core inflation is the following:  

𝜋𝜋𝑡𝑡𝑁𝑁𝐶𝐶 = 𝑎𝑎21 ⋅ 𝐸𝐸𝑡𝑡𝜋𝜋𝑡𝑡+1𝑁𝑁𝐶𝐶 + (1 − 𝑎𝑎21) ⋅ 𝜋𝜋𝑡𝑡−1𝑁𝑁𝐶𝐶 + 𝑎𝑎22 ⋅ {𝑎𝑎23⋅ �𝑟𝑟𝑚𝑚�𝑡𝑡
𝑂𝑂𝑖𝑖𝑁𝑁 + �̂�𝑧𝑡𝑡 +

𝑟𝑟𝐶𝐶

1 − 𝑟𝑟𝐶𝐶 ⋅ 𝑟𝑟𝑚𝑚�𝑡𝑡� + ⋯ 

… + (1 − 𝑎𝑎23) ⋅ ��̂�𝑧𝑡𝑡 + 𝑤𝑤𝐶𝐶

1−𝑤𝑤𝐶𝐶 ⋅ 𝑟𝑟𝑚𝑚�𝑡𝑡�} + 𝜀𝜀𝑡𝑡𝜋𝜋
𝑁𝑁𝐶𝐶. (31) 

G.   Linking pieces together in the demand block 

The demand block features of the output gap equation  

𝑦𝑦�𝑡𝑡 = 𝑏𝑏1 ⋅ 𝐸𝐸𝑡𝑡𝑦𝑦�𝑡𝑡+1 + 𝑏𝑏2 ⋅ 𝑦𝑦�𝑡𝑡−1 − 𝑏𝑏3 ⋅ 𝑟𝑟𝑚𝑚𝑟𝑟𝑖𝑖𝑡𝑡−1 + 𝑏𝑏4 ⋅ 𝑦𝑦�𝐸𝐸𝐸𝐸 + 𝑏𝑏5 ⋅ 𝑓𝑓𝑑𝑑𝑑𝑑𝑖𝑖𝑚𝑚𝑚𝑚𝑡𝑡 + 𝑏𝑏6 ⋅ 𝑟𝑟𝑟𝑟� 𝑡𝑡−1 + 𝜀𝜀𝑡𝑡
𝑦𝑦�  (32) 

and the definition of real monetary conditions index (13). This equation includes the real wage 
gap as in (17), the sum of two impulses (21) and the effective output gap term defined according 
to (22). Thus, the demand block completes the description of the key building blocks of the 
QPM for Belarus. 

IV.   MODEL CALIBRATION AND PROPERTIES 

The model is calibrated to reflect stylized facts of the Belarus economy and capture the 
monetary policy transmission mechanism. Calibrating model parameters is an iterative process. 
We identify several groups of parameters. The first is the set that determines the model steady 
state. These parameters can be calibrated using historical averages and policy objectives, for 
example, the inflation target. The second group are coefficients which affect dynamic properties 
of the model. This group includes coefficients in structural equations and in equations which do 
not have structural representation, the latter for example, are relationships for changes in long-
term trends. The literature, other published models and data provide guidance on values of 
parameters in structural equations. The parameters in non-structural equations are calibrated to 
match the observed data and ensure reasonably smooth trends. Finally, the third group of 
parameters consists of standard deviations of shocks, which are calibrated to match the observed 
variance in the data. Calibration checks and test are presented in the next chapter.23 
                                                 
23 Calibrated values of steady-state parameters and coefficients in structural equations are in Annex B. We provide 

remaining parameters, including standard deviation of shocks upon request. 
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When calibrating the model, we primarily focus on matching the data and the monetary policy 
and the exchange rate regime after 2014. At that point the NBRB officially switched to a 
managed exchange rate and operated under the money targeting policy strategy.24 Prior to 2015 
the exchange rate regime was classified as a peg with horizontal bands and the nominal 
exchange rate served as a policy anchor. 

Impulse responses of the model to structural shocks differ from that of the canonical model because of 
differences in transmission mechanisms. We show responses to nominal exchange rate depreciation to 
illustrate how the interplay of dollarization and nominal exchange rate rigidity affects transmission. 
For that we run our model twice: with the degree of dollarization as is present in the economy and 
assuming no dollarization. Further, we compare responses to a money demand shock and a common 
demand shock (shock to the output gap) under the current regime and under a pure inflation targeting, 
i.e. parameter mpr=1. The Belarusian economy is also hit by other shocks, for example supply, foreign 
shocks, etc., however, we leave analysis of those beyond the scope of this paper. 

The pass-through of nominal exchange rate depreciation to real economic activity is altered by 
dollarization (Figure 6). Impulse responses to nominal depreciation under the baseline (Belarus) 
calibration and the artificial case of no dollarization are respectively solid and dashed lines.25 In 
both cases, the nominal depreciation creates inflationary pressures directly through higher import 
prices as well as through an indirect exchange rate channel stimulating demand and the output. 
The economy in each setup expands initially due to accommodative aggregate real monetary 
conditions, because the undervalued exchange rate outweighs higher real cost of borrowing. Once 
the positive interest rate differential reverses and the nominal exchange rate starts to appreciate, 
the aggregate monetary conditions tighten. Due to that inflation returns back to the target as 
demand moderates, and costs of imports decline on the back of strengthening domestic currency. 

The differences between the cases with and without dollarization are visible in the dynamics of 
real monetary conditions and the output gap. In the “dollarization” case, we observe the interplay 
of dollarization and rigidity in the nominal exchange rate, according to the current exchange rate 
regime. The nominal depreciation in the first period creates expectations higher expected costs of 
borrowing in FX, which in the “dollarization” case makes aggregate monetary conditions tighter 
than that in “no dollarization” case. As a result, dollarization reduces the extent of accommodative 

                                                 
24 It is also reflected in the IMF’s AREAR classification.  

25 We use an unexpected shock to the country risk premium. The shock is persistent and calibrated to depreciate the 
nominal exchange rate by about 10 percent over the first year of simulation. 
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aggregate monetary conditions and initial stimulating effect of nominal depreciation shock on 
output. Hence, the dollarization modifies the transmission mechanism.  

Dollarization also leads to additional costs in terms of initially higher inflation when the 
economy is exposed to an aggregate demand shock. The demand shock elevates activity and 
inflation and hence the central bank should react by tightening (increasing the nominal interest 
rate) which in turn leads to currency appreciation (Figure 7). Both, higher cost of borrowing and 
stronger currency, eventually make aggregate monetary conditions tighter and cool economy. In 
“dollarization” case, however, the initial exchange rate appreciation implies lower the expected 
cost of borrowing in foreign currency. This makes aggregate monetary conditions less restrictive 
and demand and inflation relatively higher in “dollarization” case than that in “no dollarization”. 
The central bank in “dollarization” case should also increase the nominal interest rate relatively 
more to restore equilibrium. 

 

Figure 6: Nominal exchange rate depreciation shock 

 
Source: Authors’ calculations 
Note: Each plot shows impulse response of a variable with solid (baseline) and dashed (no dollarization) lines referring to the 
left vertical axis. Gray bars reflect the difference in percentage points between the impulse responses: the trajectory given by 
the dotted less the one by the solid line. The bars are measured against the right vertical axis. 
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Money demand shocks pose challenge to money targeting, which is the current monetary policy 
regime. Figure 8 shows impulse responses to an unexpected drop of money demand by 1 percent 
under the current money targeting (solid lines) and under IT regime (dashed line). This shock is 
not fully accommodated via reducing money supply to the same extent, because under the 
money targeting regime the central bank partially adheres to the money supply growth target. As 
a result, money market interest rate declines and induces accommodative monetary conditions. 
Given the negative interest rate differential, the nominal exchange rate depreciates. 
Accommodative conditions in both parts – real interest rates and the real exchange rate – 
stimulate domestic demand and economy operates above potential (positive output gap). Hence, 
the partial adherence to the money growth target in a situation of a money demand shock causes 
economic volatility, i.e. demand and inflationary pressures emerge.  

 

 

Figure 7: Demand shock 

 
Source: Authors’ calculations 
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On the contrary, under the inflation targeting regime, a central bank would use the money 
market interest rate as an operational objective and adjust money supply to keep this rate 
unchanged. As a result, real money growth would decline in response to money demand shock 
and higher volatility in money supply would be traded for no additional volatility in inflation 
and output. 

Being on the interbank market daily, the central bank faces issues with identifying and 
responding to other possible underlying shocks that induce shifts in demand for reserve money. 
The optimal response to the money demand shock is to accommodate the shock to large extend 
if not fully. However, if the underlying shock which raises demand for reserve money is the 
output gap shock, the central bank should tighten and thus the shock should not be 
accommodated. The issue is that the central bank is not able to identify the type of the 
underlying shock only observing demand for reserve money. Observations of inflation and real 
economic activity are needed to identify the shock, but this information is not available daily 
and comes with a significant delay. Therefore, when targeting money supply, it appears difficult 
for a central bank to distinguish these shocks under money targeting and act on the money 
market by accordingly changing money supply on a daily basis. Therefore, and also recognizing 

Figure 8: Money demand shock 

 
Source: Authors’ calculations 
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endogeneity of the money creation, central banks in advanced economies transit to the interest-
rate-based policy and mostly abandon money targeting as the policy strategy. 

V.   MODEL SIMULATIONS AND HISTORICAL DATA INTERPRETATION 

The calibration of the model is verified using several simulation exercises. First, in-sample 
simulations are used to check the ex-post forecasting power of the model. Second, we conduct 
filtration of the historical data. Finally, the filtration is used to decompose observed variables 
into structural shocks.  

In-sample forecast 

In-sample model-based forecasts compared with the actual data. If model forecasts do not 
deviate from the data systematically, we consider the model and its calibration as explaining the 
data well. We assume that all exogenous variables in the model are known over the forecasting 
horizon. All other observed variables are known only until the starting date of the forecasting 
simulation. No expert judgments are incorporated when the forecasts are produced.  

We calculate the ratios of RMSFEs for our model and the random walk (RW) benchmark to 
compare forecasting performance for forecasting horizons from 1 to 8 quarters (Table 1).  

Table 1: In-sample forecasting performance of the QPM vis-à-vis Random Walk (RW) benchmark 
during 1Q 2004 - 1Q 2017 

Variable 

The ratio of RMSEs for QPM over RW,  

for the forecast horizon quarters ahead  

1Q 2Q 3Q 4Q 5Q 6Q 7Q 8Q 
Real GDP Growth, percent YoY 0.39 0.39 0.38 0.37 0.35 0.31 0.33 0.38 
Headline CPI Inflation, percent YoY 0.53 0.62 0.68 0.73 0.71 0.70 0.69 0.68 
Nominal Interest Rate, percent p.a.  0.89 0.77 0.85 0.81 0.77 0.80 0.85 0.92 
Nominal Effective Exchange Rate 
Depreciation, percent YoY 0.74 0.69 0.67 0.68 0.67 0.71 0.74 0.75 

Real money growth, percent YoY 0.61 0.60 0.53 0.47 0.38 0.39 0.47 0.55 
Nominal Wage Growth, percent YoY 0.37 0.42 0.49 0.58 0.64 0.66 0.64 0.61 

Source: Authors’ calculations.  

The performance of the QPM is better for all the variables over all quarters, especially for real 
GDP growth. Significantly better forecasting power of the QPM compared to the random walk 
model is visible for wage growth. Real money growth performance is improving towards the six 
quarters period. The QPM performance for CPI inflation, the interest rate and nominal 
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depreciation is adversely affected by the crisis period and by the changes monetary policy 
strategy, but the QPM still outperform the RW model.  

Figure 9 presents in-sample simulations where the dotted lines are model based forecasts 8-
quarters ahead and the solid black line is the actual data. We do not consider the change in the 
exchange rate and monetary policy regime over the history, keeping the calibration of both 
regimes as in the period after 2014.26 

Figure 9: QPM-based In-sample forecasts for main macroeconomic variables 

Source: Authors’ computations 
Note: The in-sample forecasts starting in a particular time point are depicted by different colors and consistent across all presented variables. 
 

Model-based forecasts after 2014, i.e. during the period of money targeting and the managed 
exchange rate, match the actual data reasonably well. However, the model does not project such 
a considerable slowdown of the economy in 2015 and 2016 which was related at least partly to 

                                                 
26 Taking the change of the regime into account in the in-sample simulations should further improve the performance of 

the simulation.  
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structural problems of the economy.27 In line with lower deceleration of the real growth, the 
model predicts a slightly faster nominal wage growth. 

Despite a different exchange and monetary policy regime, the model forecasts replicate the 
actual data well also before the exchange rate crisis in 2011.28 Forecasts of the real growth and 
exchange rate follow the actual data closely, indicating appropriate calibration of the model. On 
the contrary, the predicted inflation is often higher than the actual one.  

The model is not able to fully predict the exchange rate crisis in 2011 and substantial exchange 
rate realignment, and the subsequent exchange rate stabilization that followed. Factors beyond 
the business cycle were driving this crisis. They included widening current account deficits 
coupled with quickly depleting foreign exchange reserves of the central bank, and neither of 
these factors is explicitly present in the model. Given the nature of the crisis, the forecasts of all 
variables – the exchange rate and inflation in particular – undershot the actual data. On the 
contrary, persistency of key variables during usual non-crisis times results in forecasts of 
inflation and wage growth that overshoot actual data after the crisis. As a result, during this 
period the model also suggests higher domestic interest rate and, consistent with that, lower rate 
of money growth and a stronger domestic currency. 

Historical data filtration 

We apply Kalman filtration (KF) technique to match the actual data by the model and to 
estimate unobserved variables including structural shocks. The technique is well known and (see 
Benes et al. (2010), for example), and we focus on two practical issues related to data filtration 
on the historical sample. First, we allow for time variation of standard deviations (stds) of 
shocks to match the data as this should help to better account for the exchange rate crisis in 
2011. We let the stds of shocks to the nominal effective exchange rate, to core and non-core 
inflation, and to the nominal interest rates be higher i.e. between the second quarter 2011 to the 
first quarter 2012 than the stds of the same shocks in the rest of the sample. Second, the model 
structure and KF let us estimate the underlying unobserved interest rates consistent with the 
inflation targeting policy strategy (𝑖𝑖𝐼𝐼𝐼𝐼) and the money targeting strategy with full adherence to 
the money growth target (𝑖𝑖𝑀𝑀𝐼𝐼) and compare them with the observed money market rate. 

                                                 
27 Forecasts of a more depreciated nominal exchange rate also contribute to overshooting the actual data for real 

GDP growth in in-sample simulations. 
28 Factors behind the exchange rate crises in Belarus are discussed in Miksjuk et. al (2015). 
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Allowing for time-varying stds is crucial for informing the KF estimates of unobserved variables 
and of the output gap, in particular. We need to ensure that all gaps in the model follow their 
definition as the inflationary part of a variable. Therefore, there must be a strong link between 
gaps and inflation. For the GDP gap this can be ensured only if the standard deviation of the cost 
push shock in equations for core inflation is not too high and therefore information from 
inflation feeds into the estimate of an unobserved GDP gap, rather than to the estimate of the 
cost push shock.  

However, the 2011 currency crisis and the 
subsequent hike in inflation are not fully 
explained by the business cycle dynamics. 
Hence, preserving constant stds over the 
whole sample may potentially distort the 
estimate of the unobserved GDP gap.29 To 
solve this issue, we apply time varying stds, 
which are higher during the crisis and 
meaningfully lower in normal times. The 
estimates of the GDP gap for constant and 
time-varying stds differ (Figure 10). When 
time variation is allowed and higher stds are 
take place during the crisis of 2011, the link 
between the output gap and inflation is relaxed 
and the gap estimate is more dependent on 
monetary conditions. As a result, the gap is no 
longer positive around 2011 and its estimate is 

substantially different in the subsequent, including the very recent, period. Worth mentioning is 
also the economic slack in the end of the sample, which appears a lot smaller with time-varying 
stds. Such a difference in the estimate of the output gap might have meaningful implications for 
policy projections. 

 

                                                 
29 In Kalman filtration all standard deviations of shocks are re-scaled by a common constant to match the actual 
data. Without making the standard deviation high during the crisis, the scaling constant would high to match the 
data. As a result, it would increase the variance of all shocks over the whole sample with a risk of breaking the link 
between inflation and gaps.  

Figure 10: The output gap estimates with 
constant and time-varying standard deviations 
of shocks in the model 

Source: Authors’ calculations  
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The filtration of the historical data along with the structure of the model enables to identify 
unobserved interest rates. Figure 11 compares interest rates consistent with the inflation 

targeting (𝑖𝑖𝐼𝐼𝐼𝐼) and the interest rates under the 
assumption of full adherence to the original 
money targets (𝑖𝑖𝑀𝑀𝐼𝐼) with the actual overnight 
money market rate. The estimate of the 
interest rate consistent with inflation targeting 
is close to the actual rate, while the rate 
consistent with money targeting differs 
substantially. This difference is especially 
large during the periods of the 2011 crisis: had 
the central bank followed the original money 
growth target, it would have hiked the rate to a 
level a lot higher than the actual at that time. 
The fact that the actual rate is close to the 
estimate of the rate consistent with the 
inflation targeting strategy may indicate that in 
practice the National Bank smoothed the rates 

more than it would otherwise be implied by the money targeting strategy that is the monetary 
authorities only partially adhered to the money target. 

Historical decomposition to shocks 

Decomposition of the historical data to the effect of underlying structural shocks is another 
check of model properties and calibration. The structural shocks come from the filtration of the 
historical data. The decomposition then shows what shocks affected the dynamics of each 
variable. In a calibrated model with reasonable properties, the decomposition should show that 
the dynamics of a variable is not driven solely by its “own” shock, for example, inflation should 
not be solely explained by the cost push shock. Also, a story based on the decomposition should 
be intuitive.  
 
 
 
 
 
 
 

Figure 11: Estimates of unobserved nominal 
interest rates consistent with inflation targeting 
and money targeting strategies 

Source: Authors’ calculations  
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The decomposition of YoY CPI inflation 
suggests that high inflation during the 
exchange rate crisis in 2011 is explained by 
exchange rate shocks, cost push shocks, and 
monetary policy shocks (Figure 12).  
While the impact of the exchange rate shocks 
is consistent with sharp nominal depreciation 
during the crisis, the cost push shocks still 
reflect some impact of the business cycle, 
since our mode is a business cycle model by 
construction, and not a crisis model. 
Furthermore, positive contribution of 
monetary policy shocks to inflation during 
the crisis suggests ex-post accommodating 
monetary policy stance after the peak of 
inflation. Finally, the decomposition suggests 
that recent single digit inflation has been 
achieved as a result of tighter monetary 

policy (contribution of monetary policy shocks is small compared to the crisis) and by 
moderation of exchange rate depreciation. On the contrary, there are positive supply shocks 
recorded in 2015—2016 and also pro-inflationary external developments. 

The decomposition of the output gap 
reveals factors behind its recent negative 
value (Figure 13). The negative output gap 
reflects a combination of factors, namely 
adverse external developments, tight 
monetary policy, supply shocks, and 
demand shocks. The demand shocks 
mirror recently diminishing flows of the 
directed loans, along with a low wage 
growth. 

 
 

Figure 12:  Historical Shock Decomposition of 
Inflation, percentage points 

 
Source: Authors’ calculations 
Note: At each point of time contribution of shocks is depicted by bars. 
Bars sum up to the black solid line which is the actual data. 
Composition of groups is as follows: (i) Demand and Supply – output 
gap shock, nominal wage growth shock, fiscal shocks, shocks to core 
and noncore inflation, relative price shock, (ii) Money demand – 
money demand shock, (iii) Velocity – shock to velocity,(iv) MP Shocks 
– shocks to money and inflation targets, and (v) Ex. Rate and Foreign 
Ec. – UIP shock, foreign supply, demand, and monetary policy shocks. 

Figure 13: Historical Shock Decomposition of 
Output Gap, percentage points 

 
 
Source: Authors’ calculations 
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Decomposition also reveals that changes in 
velocity are the main driving force of the 
real money growth dynamics. The 
common business cycle shocks as demand 
and supply shocks are also significant, but 
the major contributors are velocity shocks, 
Figure 14. This aspect poses challenges to 
money targeting framework as the velocity 
might be difficult to predict. Effects of 
money demand shock are tiny as they 
explain high frequency movement in the 
data which is not present in YoY growth 
due to averaging. Current monetary policy 

regime thus crucially depends on identification of the shocks in the velocity and their projection. 

VI.   CONCLUSIONS 

The NBRB considers modernizing monetary policy and transiting to an inflation targeting 
monetary policy strategy with an interest rate used as a key policy variable. These efforts are 
supported by developing an FPAS with a QPM at its core. A prototype of the QPM presented 
here is an extension of a canonical framework to account for particularities of macroeconomic 
policies and monetary policy transmission mechanism. The model allows for partial adherence 
to a money growth target, dollarization, managed exchange rate, includes wages, and fiscal and 
subsidized directed lending impulses. The QPM can therefore be employed for developing 
macroeconomic projections and estimating policy response by the NBRB required to bring 
inflation back to the inflation target over the monetary policy horizon. Moreover, the framework 
allows studying scenarios of an activist wage policy, fiscal expansion and intensification of 
directed lending, the policies that the government employed actively in the past, and inflationary 
impact of which may greatly complicate the central bank’s task of achieving low and stable 
inflation. We emphasize that this model is not a pure forecasting device. Rather, it is a tool that 
helps to structure the monetary policy discussion, identify the impact of the key activity and 
inflation drivers, and focus on the forward-looking perspective, when deciding on the next 
monetary policy move. Evaluating macroeconomic risks, alternative scenarios and conducting 
monetary policy experiments – for example, allowing for greater exchange rate flexibility and 
tighter control over the interest rate – is another important area of model application in Belarus, 
which we plan to explore in our future research.  

Figure 14: Historical Shock Decomposition of 
Real Money Growth, percentage points 

 
Source: Authors’ computations 
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Appendix A. Model Variables 

Variable Description 
𝑦𝑦 Real GDP, 100*ln 
Δ𝑦𝑦 Real GDP growth, annualized q-o-q, percent 
Δ𝑦𝑦� Potential GDP growth, annualized q-o-q, percent 
𝑦𝑦� Output gap, percent 
𝑖𝑖 Domestic money market interest rate, percent per annum 

𝑖𝑖𝐼𝐼𝐼𝐼 Inflation targeting implied interest rate, percent per annum 
𝑖𝑖𝑀𝑀𝐼𝐼 Money targeting implied interest rate, percent per annum 
𝑖𝑖𝑈𝑈𝐼𝐼𝑈𝑈 UIP implied nominal interest rate, percent per annum 
𝑖𝑖𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁 Neutral level of the policy interest rate 
𝜋𝜋 Headline CPI inflation, annualized q-o-q, percent 
𝜋𝜋4 Headline CPI inflation, y-o-y, percent 

𝜋𝜋𝐼𝐼𝑇𝑇𝑇𝑇 Inflation Target, y-o-y, percent 
𝜋𝜋𝐶𝐶 Core inflation, annualized q-o-q, percent 
𝜋𝜋𝑁𝑁𝐶𝐶 Non-core inflation, annualized q-o-q, percent 
𝑟𝑟𝑚𝑚 Relative prices: headline core CPI, percent 

𝑟𝑟𝑚𝑚� Relative price gap, percent 
𝐸𝐸𝑡𝑡𝜋𝜋𝑡𝑡+𝑖𝑖 Expected inflation for i quarters ahead based on information at time t annualized q-o-

q, percent 
𝑚𝑚 Headline CPI, 100*ln 
𝑟𝑟𝑚𝑚𝑟𝑟𝑖𝑖  Real monetary condition index, percent 
𝑠𝑠 Nominal effective exchange rate of Belarusian ruble, 100*ln 
Δ𝑠𝑠𝐼𝐼𝑁𝑁𝑁𝑁 Nominal effective exchange rate target rate of change, annualized q-o-q, percent 
Δ𝑟𝑟 Nominal wage growth, annualized q-o-q, percent 
𝑟𝑟𝑟𝑟�  Real wage gap, percent 
𝑟𝑟 Nominal wage, 100*ln 
𝑟𝑟𝑟𝑟 Real wage, 100*ln 
Δ𝑟𝑟𝑟𝑟������ Equilibrium real wage growth, annualized q-o-q, percent 
𝑟𝑟𝑚𝑚3 Real M3 money, 100*ln 
Δ𝑟𝑟𝑚𝑚3 Real M3 money growth, annualized q-o-q, percent 
𝑟𝑟𝑚𝑚3� Real M3 money gap, percent 
𝑣𝑣 Velocity of money, 100*ln 
Δ𝑣𝑣 Velocity growth, annualized q-o-q, percent 
Δ𝑟𝑟𝑚𝑚3𝐼𝐼𝑇𝑇𝑇𝑇 Real M3 growth target, annualized q-o-q, percent 
Δ𝑚𝑚3𝐼𝐼𝑇𝑇𝑇𝑇 Nominal M3 growth target, annualized q-o-q, percent 
�̂�𝑟 Real interest rate gap, percent 
�̂�𝑟𝐹𝐹𝐸𝐸 Real effective interest rate gap – FX loans, percent p.a. 
Δ𝑧𝑧̅ Equilibrium real exchange rate depreciation, annualized q-o-q, percent 
�̂�𝑧 Real effective exchange rate gap, percent 
�̅�𝑟𝐹𝐹𝐸𝐸 Equilibrium real interest rate – FX loans, percent p.a. 
�̅�𝑟𝐸𝐸𝐹𝐹�  Equilibrium foreign real interest rate – FX loans weights, percent p.a. 

Δ𝑧𝑧̅𝐸𝐸𝐹𝐹�  Equilibrium real exchange rate depreciation – FX loans weights, annualized q-o-q, 
percent 

𝜋𝜋𝐸𝐸𝑈𝑈 Headline CPI inflation – EU, annualized q-o-q, percent 
𝑖𝑖𝐸𝐸𝑈𝑈 Nominal interest rate – EU, percent p.a. 
𝑦𝑦�𝐸𝐸𝑈𝑈 Output gap – EU, percent 
�̅�𝑟𝐸𝐸𝑈𝑈 Equilibrium real interest rate – EU, percent p.a. 
𝜋𝜋𝑇𝑇𝑈𝑈 Headline CPI inflation – Russia, annualized q-o-q, percent 
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𝑖𝑖𝑇𝑇𝑈𝑈 Nominal interest rate – Russia, percent p.a. 
𝑦𝑦�𝑇𝑇𝑈𝑈 Output gap – Russia, percent 
�̅�𝑟𝑇𝑇𝑈𝑈 Equilibrium real interest rate – Russia, percent p.a. 
𝜋𝜋𝑈𝑈𝑈𝑈 Headline CPI inflation – the US, annualized q-o-q, percent 
𝑖𝑖𝑈𝑈𝑈𝑈 Nominal interest rate – the US, percent p.a. 
�̅�𝑟𝑈𝑈𝑈𝑈 Equilibrium real interest rate – the US, percent p.a. 
𝑟𝑟𝑚𝑚�𝑂𝑂𝑖𝑖𝑁𝑁 Relative price of oil gap, percent 
𝑟𝑟𝑚𝑚���𝑂𝑂𝑖𝑖𝑁𝑁 Relative price of oil equilibrium, percent 
𝑚𝑚𝑂𝑂𝑖𝑖𝑁𝑁 World price of oil, 100*ln 
𝜋𝜋𝐸𝐸𝐸𝐸 Effective foreign inflation, annualized q-o-q, percent 
𝑖𝑖𝐸𝐸𝐸𝐸  Effective foreign interest rate, percent% p.a. 
𝑖𝑖𝐸𝐸𝐹𝐹�  Effective foreign interest rate – FX loans weights, percent p.a. 

Δ𝑠𝑠𝐸𝐸𝐹𝐹�  Effective nominal exchange rate depreciation – FX loans weights, annualized q-o-q, 
percent 

𝑚𝑚𝑟𝑟𝑒𝑒𝑚𝑚 Country risk premium, percent 
𝑚𝑚𝑟𝑟𝑒𝑒𝑚𝑚������� Equilibrium country risk premium, percent 
𝛥𝛥𝛥𝛥 Direct lending, bln. BYN 
𝐵𝐵𝛥𝛥 Budget deficit, bln. BYN 
𝑁𝑁𝑁𝑁𝛥𝛥𝑁𝑁 Nominal GDP, bln. BYN 
𝑑𝑑𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚 Share of direct lending on nominal GDP, percent 
𝑏𝑏𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚 Share of budget deficit on nominal GDP, percent 
Δ𝑑𝑑𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚 Change of share of direct lending on nominal GDP, percent 
Δ𝑏𝑏𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚 Change of share of budget deficit on nominal GDP, percent 
𝑓𝑓𝑑𝑑𝑑𝑑𝑖𝑖𝑚𝑚𝑚𝑚 Fiscal and directed lending impulse, percent 

𝜀𝜀𝑦𝑦�  Shock to domestic output gap, percent 

𝜀𝜀𝛥𝛥𝑦𝑦 Shock to the potential growth, percent 

𝜀𝜀Δ𝑑𝑑𝑁𝑁2𝑛𝑛𝑛𝑛𝑑𝑑𝑝𝑝 Shock to the ratio of the stock of directed loans to nominal GDP, percent 
𝜀𝜀Δ𝑏𝑏𝑑𝑑2𝑛𝑛𝑛𝑛𝑑𝑑𝑝𝑝 Shock to the ratio of budget deficit to nominal GDP, percent 
𝜀𝜀𝑦𝑦�𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 Shock to foreign (EU, RU and the US) output gap, percent 

𝜀𝜀𝜋𝜋 𝐶𝐶 Shock to core inflation, percent 

𝜀𝜀𝜋𝜋 𝑁𝑁𝐶𝐶 Shock to non-core inflation, percent 

𝜀𝜀𝜋𝜋  Technical residual in equation for headline inflation as a weighted average of core and 
non-core inflation components, percent 

𝜀𝜀𝛥𝛥𝑁𝑁𝑝𝑝 Shock to the rate of growth of relative prices, percent 

𝜀𝜀𝜋𝜋 𝐼𝐼𝑇𝑇𝑇𝑇 Shock to inflation target, percent 

𝜀𝜀Δ𝑤𝑤 Shock to nominal wage growth, percent 
𝜀𝜀Δ𝑁𝑁𝑤𝑤_𝑦𝑦������� Shock to the trend in the ratio of real wages to real GDP, percent 

𝜀𝜀𝜋𝜋𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 Shock to foreign (EU, RU, and the US) inflation, percent 

𝜀𝜀𝑖𝑖
𝐼𝐼𝐼𝐼

 Shock to the policy-rule-consistent domestic interest rate, percent 

𝜀𝜀𝑖𝑖 Shock to nominal interest rate – monetary policy shock, percent 

𝜀𝜀𝑝𝑝𝑁𝑁𝑁𝑁𝑚𝑚�  Shock to the cyclical component (gap) of the UIP premium, percent 

𝜀𝜀𝑝𝑝𝑁𝑁𝑁𝑁𝑚𝑚��������  Shock to the equilibrium level of the UIP premium, percent 

𝜀𝜀𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 Shock to foreign (EU, RU, and the US) nominal interest rate, percent 

𝜀𝜀
�̅�𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

 
Shock to foreign (EU, RU, and the US) equilibrium real interest rate, percent 

𝜀𝜀𝜋𝜋𝐸𝐸𝐸𝐸 Technical residual in equation for foreign interest rate as a weighted average of 
interest rates in RU, EU and the US, percent 
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𝜀𝜀𝑠𝑠 Shock to the nominal effective exchange rate, percent 

 𝜀𝜀Δ𝑠𝑠
𝑇𝑇𝑇𝑇𝑅𝑅

 Shock to the nominal effective exchange rate target, percent 

𝜀𝜀𝛥𝛥𝑧𝑧 Shock to the long-term rate of change in real effective exchange rate, percent 

𝜀𝜀Δ𝑚𝑚3 Shock to nominal money balances, percent 
𝜀𝜀Δ𝑁𝑁𝑚𝑚3 Real money demand shock, percent 
𝜀𝜀Δ𝑚𝑚3𝑇𝑇𝑇𝑇𝑅𝑅 Shock to the nominal money target, percent 

𝜀𝜀�̅�𝑁𝐹𝐹𝐸𝐸 Shock to equilibrium level of the FX real interest rate, percent 

𝜀𝜀𝛥𝛥𝐺𝐺 Shock to the equilibrium level of velocity, percent 

𝜀𝜀𝑁𝑁𝑝𝑝�
𝑐𝑐𝑜𝑜𝑜𝑜

 Shock to the cyclical component (gap) in relative oil prices, percent 

𝜀𝜀Δ𝑁𝑁𝑝𝑝����
𝑐𝑐𝑜𝑜𝑜𝑜

 Shock to the trend in relative oil prices, percent 

𝜀𝜀𝛥𝛥𝑠𝑠
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐

 Shock to the EURUSD nominal exchange rate, percent 

𝜀𝜀𝛥𝛥𝑠𝑠
𝑐𝑐𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑢𝑢

 Shock to the USDRUB nominal exchange rate, percent 
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Appendix B. Model Equations  

𝑦𝑦𝑡𝑡 = 𝑦𝑦�𝑡𝑡 + 𝑦𝑦�𝑡𝑡 (1) 

𝑦𝑦�𝑡𝑡 = 𝑏𝑏1 ⋅ 𝐸𝐸𝑡𝑡{𝑦𝑦�𝑡𝑡+1} + 𝑏𝑏2 ⋅ 𝑦𝑦�𝑡𝑡−1 − 𝑏𝑏3 ⋅ 𝑟𝑟𝑚𝑚𝑟𝑟𝑖𝑖𝑡𝑡 + 𝑏𝑏4 ⋅ 𝑦𝑦�𝑡𝑡𝐸𝐸𝐸𝐸 + 𝑏𝑏5𝑓𝑓𝑓𝑓𝑓𝑓𝑖𝑖𝑚𝑚𝑚𝑚𝑡𝑡 + 𝑏𝑏6𝑟𝑟𝑟𝑟�𝑡𝑡−1 + 𝜀𝜀𝑡𝑡
𝑦𝑦�  (2) 

𝛥𝛥𝑦𝑦𝑡𝑡 = 𝜌𝜌𝛥𝛥𝑦𝑦� ⋅ 𝛥𝛥𝑦𝑦𝑡𝑡−1 + (1 − 𝜌𝜌𝛥𝛥𝑦𝑦�) ⋅ 𝛥𝛥𝑦𝑦𝑠𝑠𝑠𝑠 + 𝜀𝜀𝑡𝑡
𝛥𝛥𝑦𝑦 (3) 

𝛥𝛥𝑦𝑦𝑡𝑡 = 4 ⋅ (𝑦𝑦𝑡𝑡 − 𝑦𝑦𝑡𝑡−1) (4) 

𝛥𝛥𝑦𝑦4𝑡𝑡 = 𝑦𝑦𝑡𝑡 − 𝑦𝑦𝑡𝑡−4 (5) 

𝛥𝛥𝑦𝑦𝑡𝑡 = 4 ⋅ (𝑦𝑦𝑡𝑡 − 𝑦𝑦𝑡𝑡−1) (6) 

𝛥𝛥𝑦𝑦4𝑡𝑡 = 𝑦𝑦𝑡𝑡 − 𝑦𝑦𝑡𝑡−4 (7) 

Δ𝑑𝑑𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡 = 𝜌𝜌𝑑𝑑𝑁𝑁 ∙ Δ𝑑𝑑𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡−1 + 𝜀𝜀𝑡𝑡
𝑑𝑑𝑁𝑁2𝑛𝑛𝑛𝑛𝑑𝑑𝑝𝑝 (8) 

Δ𝑏𝑏𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡 = 𝜌𝜌𝑏𝑏𝑑𝑑 ∙ Δ𝑏𝑏𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡−1 + 𝜀𝜀𝑡𝑡
𝑏𝑏𝑑𝑑2𝑛𝑛𝑛𝑛𝑑𝑑𝑝𝑝 (9) 

𝑓𝑓𝑓𝑓𝑓𝑓𝑖𝑖𝑚𝑚𝑚𝑚𝑡𝑡 = Δ𝑏𝑏𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡 + Δ𝑑𝑑𝑑𝑑2𝑛𝑛𝑔𝑔𝑑𝑑𝑚𝑚𝑡𝑡 (10) 

𝑖𝑖𝑡𝑡𝐹𝐹𝐸𝐸 = 𝑚𝑚𝑟𝑟𝑒𝑒𝑚𝑚𝑡𝑡
𝑐𝑐𝑁𝑁 + 𝑖𝑖𝑡𝑡

𝑁𝑁𝑒𝑒_𝑓𝑓𝑒𝑒 (11) 

𝑖𝑖𝑡𝑡
𝑁𝑁𝑒𝑒_𝑓𝑓𝑒𝑒 = 𝑟𝑟𝑁𝑁𝑠𝑠_𝑓𝑓𝑒𝑒 ⋅ 𝑖𝑖𝑡𝑡𝑁𝑁𝑠𝑠 + 𝑟𝑟𝑁𝑁𝑁𝑁_𝑓𝑓𝑒𝑒 ⋅ 𝑖𝑖𝑡𝑡𝑁𝑁𝑁𝑁 + (1 − 𝑟𝑟𝑁𝑁𝑠𝑠_𝑓𝑓𝑒𝑒 − 𝑟𝑟𝑁𝑁𝑁𝑁_𝑓𝑓𝑒𝑒) ⋅ 𝑖𝑖𝑡𝑡𝑁𝑁𝑁𝑁 (12) 

𝑟𝑟𝑡𝑡𝐹𝐹𝐸𝐸 = 𝑖𝑖𝑡𝑡
𝑁𝑁𝑒𝑒𝑓𝑓𝑓𝑓 + 𝛥𝛥4𝑠𝑠𝑡𝑡 + (𝑟𝑟𝐸𝐸𝑈𝑈𝑓𝑓𝑓𝑓 − 𝑟𝑟𝐸𝐸𝑈𝑈) ⋅ 𝛥𝛥4𝑠𝑠𝑡𝑡+1𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑠𝑠𝑑𝑑 −… 

…−(1 − 𝑟𝑟𝑁𝑁𝑠𝑠_𝑓𝑓𝑒𝑒 − 𝑟𝑟𝑁𝑁𝑁𝑁_𝑓𝑓𝑒𝑒 − 𝑟𝑟𝑇𝑇𝑈𝑈) ⋅ 𝛥𝛥4𝑠𝑠𝑡𝑡+1𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑏𝑏 − 𝐸𝐸𝑡𝑡𝜋𝜋4𝑡𝑡+1 
(13) 

�̅�𝑟𝑡𝑡𝐹𝐹𝐸𝐸 = 𝑚𝑚𝑟𝑟𝑒𝑒𝑚𝑚𝑠𝑠𝑠𝑠
𝑐𝑐𝑁𝑁 + 𝑟𝑟𝑁𝑁𝑠𝑠𝑓𝑓𝑓𝑓 ⋅ �̅�𝑟𝑡𝑡𝑁𝑁𝑠𝑠 + 𝑟𝑟𝑁𝑁𝑁𝑁𝑓𝑓𝑓𝑓 ⋅ �̅�𝑟𝑡𝑡𝑁𝑁𝑁𝑁 + (1 − 𝑟𝑟𝑁𝑁𝑠𝑠𝑓𝑓𝑓𝑓 − 𝑟𝑟𝑁𝑁𝑁𝑁𝑓𝑓𝑓𝑓) ⋅ �̅�𝑟𝑡𝑡𝑁𝑁𝑁𝑁 + ⋯ 

… + 𝑟𝑟𝑁𝑁𝑠𝑠𝑓𝑓𝑓𝑓 ⋅ 𝜋𝜋𝑠𝑠𝑠𝑠𝑁𝑁𝑠𝑠 + 𝑟𝑟𝑁𝑁𝑁𝑁𝑓𝑓𝑓𝑓 ⋅ 𝜋𝜋𝑠𝑠𝑠𝑠𝑁𝑁𝑁𝑁 + (1 − 𝑟𝑟𝑁𝑁𝑠𝑠𝑓𝑓𝑓𝑓 − 𝑟𝑟𝑁𝑁𝑁𝑁𝑓𝑓𝑓𝑓) ⋅ 𝜋𝜋𝑠𝑠𝑠𝑠𝑁𝑁𝑁𝑁 + 𝛥𝛥𝑧𝑧𝑡𝑡 −… 
…−  (𝑟𝑟𝑈𝑈𝑈𝑈 ⋅ 𝜋𝜋𝑠𝑠𝑠𝑠𝑁𝑁𝑠𝑠 + 𝑟𝑟𝐸𝐸𝑈𝑈 ⋅ 𝜋𝜋𝑠𝑠𝑠𝑠𝑁𝑁𝑁𝑁 + 𝑟𝑟𝑇𝑇𝑈𝑈 ⋅ 𝜋𝜋𝑠𝑠𝑠𝑠𝑁𝑁𝑁𝑁) − 𝐸𝐸𝑡𝑡𝜋𝜋4𝑡𝑡+1𝐼𝐼𝑇𝑇𝑇𝑇 

(14) 

�̂�𝑟𝑡𝑡𝐹𝐹𝐸𝐸 = 𝑟𝑟𝑡𝑡𝐹𝐹𝐸𝐸 − �̅�𝑟𝑡𝑡𝐹𝐹𝐸𝐸 (15) 
𝑦𝑦�𝑡𝑡𝐸𝐸𝐸𝐸 = 𝑟𝑟𝑁𝑁𝑁𝑁_𝐺𝐺𝐷𝐷𝑈𝑈 ⋅ 𝑦𝑦�𝑡𝑡𝑇𝑇𝑈𝑈+(1− 𝑟𝑟𝑁𝑁𝑁𝑁_𝐺𝐺𝐷𝐷𝑈𝑈) ⋅ 𝑦𝑦�𝑡𝑡𝐸𝐸𝑈𝑈 (16) 

𝑟𝑟𝑚𝑚𝑟𝑟𝑖𝑖𝑡𝑡 = 𝑏𝑏21(𝑏𝑏22 ⋅ �̂�𝑟𝑡𝑡 + (1 − 𝑏𝑏22) ⋅ �̂�𝑟𝑡𝑡𝐹𝐹𝐸𝐸) + (1 − 𝑏𝑏21) ⋅ �̂�𝑧𝑡𝑡   (17) 

𝑦𝑦�𝑡𝑡𝑇𝑇𝑈𝑈 = 𝜌𝜌𝑦𝑦�𝑅𝑅𝑅𝑅 ⋅ 𝑦𝑦�𝑡𝑡−1𝑇𝑇𝑈𝑈 + 𝜀𝜀𝑡𝑡
𝑦𝑦� ,𝑇𝑇𝑈𝑈 (18) 

𝑦𝑦�𝑡𝑡𝐸𝐸𝑈𝑈 = 𝜌𝜌𝑦𝑦�𝐸𝐸𝑅𝑅 ⋅ 𝑦𝑦�𝑡𝑡−1𝐸𝐸𝑈𝑈 + 𝜀𝜀𝑡𝑡
𝑦𝑦� ,𝐸𝐸𝑈𝑈 (19) 

𝜋𝜋𝑡𝑡𝐶𝐶 = 𝑎𝑎11𝐸𝐸𝑡𝑡𝜋𝜋𝑡𝑡+1𝐶𝐶 + (1 − 𝑎𝑎11)𝜋𝜋𝑡𝑡−1𝐶𝐶 + 𝑎𝑎12{𝑎𝑎13[𝑎𝑎14𝑦𝑦�𝑡𝑡 + (1 − 𝑎𝑎14)𝑟𝑟𝑟𝑟�𝑡𝑡] + ⋯ 
… +  (1 − 𝑎𝑎13)[(1 − 𝑎𝑎15)(�̂�𝑧𝑡𝑡 − 𝑟𝑟𝑚𝑚�𝑡𝑡) + 𝑎𝑎15(𝑟𝑟𝑚𝑚�𝑡𝑡

𝐺𝐺𝑖𝑖𝑁𝑁 − 𝑟𝑟𝑚𝑚�𝑡𝑡)]} + 𝜀𝜀𝑡𝑡
𝜋𝜋,𝐶𝐶    

(20) 

𝜋𝜋𝑡𝑡𝑁𝑁𝐶𝐶 = 𝑎𝑎21𝐸𝐸𝑡𝑡𝜋𝜋𝑡𝑡+1𝑁𝑁𝐶𝐶 + (1 − 𝑎𝑎21)𝜋𝜋𝑡𝑡−1𝑁𝑁𝐶𝐶 + 𝑎𝑎22{𝑎𝑎23 �𝑟𝑟𝑚𝑚�𝑡𝑡
𝐺𝐺𝑖𝑖𝑁𝑁 + �̂�𝑧𝑡𝑡 +

𝑟𝑟𝐶𝐶

1 − 𝑟𝑟𝐶𝐶 𝑟𝑟𝑚𝑚�𝑡𝑡� + ⋯ 

… + (1 − 𝑎𝑎23)��̂�𝑧𝑡𝑡 +
𝑟𝑟𝐶𝐶

1 − 𝑟𝑟𝐶𝐶 𝑟𝑟𝑚𝑚�𝑡𝑡�} + 𝜀𝜀𝑡𝑡𝜋𝜋
𝑁𝑁𝐶𝐶 

(21) 

𝜋𝜋𝑡𝑡 = 𝑟𝑟𝐶𝐶 ⋅ 𝜋𝜋𝑡𝑡𝐶𝐶 + (1 − 𝑟𝑟𝐶𝐶) ⋅ 𝜋𝜋𝑡𝑡𝑁𝑁𝐶𝐶 + 𝜀𝜀𝑡𝑡𝜋𝜋  (22) 
𝜋𝜋4𝑡𝑡𝐶𝐶 = (𝜋𝜋𝑡𝑡𝐶𝐶 + 𝜋𝜋𝑡𝑡−1𝐶𝐶 + 𝜋𝜋𝑡𝑡−2𝐶𝐶 + 𝜋𝜋𝑡𝑡−3𝐶𝐶 )/4 (23) 
𝜋𝜋4𝑡𝑡𝑁𝑁𝐶𝐶 = (𝜋𝜋𝑡𝑡𝑁𝑁𝐶𝐶 + 𝜋𝜋𝑡𝑡−1𝑁𝑁𝐶𝐶 + 𝜋𝜋𝑡𝑡−2𝑁𝑁𝐶𝐶 + 𝜋𝜋𝑡𝑡−3𝑁𝑁𝐶𝐶 )/4 (24) 

𝜋𝜋4𝑡𝑡 = (𝜋𝜋𝑡𝑡 + 𝜋𝜋𝑡𝑡−1 + 𝜋𝜋𝑡𝑡−2 + 𝜋𝜋𝑡𝑡−3)/4 (25) 
𝜋𝜋𝑡𝑡𝐶𝐶 = 4 ⋅ (𝑚𝑚𝑡𝑡𝐶𝐶 − 𝑚𝑚𝑡𝑡−1𝐶𝐶 ) (26) 
𝜋𝜋𝑡𝑡𝑁𝑁𝐶𝐶 = 4 ⋅ (𝑚𝑚𝑡𝑡𝑁𝑁𝐶𝐶 − 𝑚𝑚𝑡𝑡−1𝑁𝑁𝐶𝐶 ) (27) 
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𝜋𝜋𝑡𝑡 = 4 ⋅ (𝑚𝑚𝑡𝑡 − 𝑚𝑚𝑡𝑡−1) (28) 

𝑟𝑟𝑚𝑚𝑡𝑡 = 𝑚𝑚𝑡𝑡𝐶𝐶 − 𝑚𝑚𝑡𝑡  (29) 

𝑟𝑟𝑚𝑚𝑡𝑡 = 𝑟𝑟𝑚𝑚���𝑡𝑡 + 𝑟𝑟𝑚𝑚�𝑡𝑡  (30) 

𝛥𝛥𝑟𝑟𝑚𝑚���𝑡𝑡 = 4 ⋅ (𝑟𝑟𝑚𝑚���𝑡𝑡 − 𝑟𝑟𝑚𝑚���𝑡𝑡−1) (31) 

𝛥𝛥𝑟𝑟𝑚𝑚���𝑡𝑡 = 𝜌𝜌𝛥𝛥𝑁𝑁𝑝𝑝���� ⋅ 𝛥𝛥𝑟𝑟𝑚𝑚���𝑡𝑡−1 + (1 − 𝜌𝜌𝛥𝛥𝑁𝑁𝑝𝑝����) ⋅ 𝛥𝛥𝑟𝑟𝑚𝑚𝑠𝑠𝑠𝑠 + 𝜀𝜀𝑡𝑡
𝛥𝛥𝑁𝑁𝑝𝑝 (32) 

𝛥𝛥𝑟𝑟𝑚𝑚𝑡𝑡 = 4 ⋅ (𝑟𝑟𝑚𝑚𝑡𝑡 − 𝑟𝑟𝑚𝑚𝑡𝑡−1) (33) 

𝜋𝜋4𝑡𝑡𝐼𝐼𝑇𝑇𝑇𝑇 = 𝜌𝜌𝜋𝜋4𝑇𝑇𝑇𝑇𝑅𝑅 ⋅ 𝜋𝜋4𝑡𝑡−1 𝐼𝐼𝑇𝑇𝑇𝑇 + (1 − 𝜌𝜌𝜋𝜋4𝑇𝑇𝑇𝑇𝑅𝑅) ⋅ 𝜋𝜋4𝑠𝑠𝑠𝑠 𝐼𝐼𝑇𝑇𝑇𝑇 + 𝜀𝜀𝑡𝑡
𝜋𝜋 𝑇𝑇𝑇𝑇𝑅𝑅

 (34) 

𝛥𝛥𝑟𝑟𝑡𝑡 = 4 ⋅ (𝑟𝑟𝑡𝑡 − 𝑟𝑟𝑡𝑡−1) (35) 

𝛥𝛥4𝑟𝑟𝑡𝑡 = 𝑟𝑟𝑡𝑡 − 𝑟𝑟𝑡𝑡−4 (36) 

𝛥𝛥𝑟𝑟𝑡𝑡 = 𝑟𝑟1𝐸𝐸𝑡𝑡{𝛥𝛥𝑟𝑟𝑡𝑡+1} + (1 − 𝑟𝑟1)𝛥𝛥𝑟𝑟𝑡𝑡−1 + 𝑟𝑟2𝑦𝑦�𝑡𝑡 + 𝑟𝑟3𝑟𝑟𝑟𝑟�𝑡𝑡 + 𝜀𝜀𝑡𝑡𝛥𝛥𝑤𝑤   (37) 

𝑟𝑟𝑟𝑟𝑡𝑡 = 𝑟𝑟𝑡𝑡 − 𝑚𝑚𝑡𝑡  (38) 

𝑟𝑟𝑟𝑟𝑡𝑡 = 𝑟𝑟𝑟𝑟����𝑡𝑡 + 𝑟𝑟𝑟𝑟�𝑡𝑡  (39) 

𝛥𝛥𝑟𝑟𝑟𝑟𝑡𝑡 = 4 ⋅ (𝑟𝑟𝑟𝑟𝑡𝑡 − 𝑟𝑟𝑟𝑟𝑡𝑡−1) (40) 

𝑟𝑟𝑟𝑟_𝑦𝑦�������𝑡𝑡 = 𝑟𝑟𝑟𝑟����𝑡𝑡 − 𝑦𝑦�𝑡𝑡  (41) 

𝛥𝛥𝑟𝑟𝑟𝑟_𝑦𝑦�������𝑡𝑡 = 𝜌𝜌𝑁𝑁𝑤𝑤_𝑦𝑦������� ⋅ 𝛥𝛥𝑟𝑟𝑟𝑟_𝑦𝑦�������𝑡𝑡−1 + (1 − 𝜌𝜌𝑁𝑁𝑤𝑤_𝑦𝑦�������) ⋅ 𝛥𝛥𝑟𝑟𝑟𝑟_𝑦𝑦�������𝑠𝑠𝑠𝑠 + 𝜀𝜀𝑡𝑡
𝛥𝛥𝑁𝑁𝑤𝑤_𝑦𝑦�������  

(42) 

𝜋𝜋𝑡𝑡𝑇𝑇𝑈𝑈 = 4 ⋅ (𝑚𝑚𝑡𝑡𝑇𝑇𝑈𝑈 − 𝑚𝑚𝑡𝑡−1𝑇𝑇𝑈𝑈 ) (43) 

𝜋𝜋𝑡𝑡𝑇𝑇𝑈𝑈 = 𝜌𝜌𝜋𝜋𝑅𝑅𝑅𝑅 ⋅ 𝜋𝜋𝑡𝑡−1𝑇𝑇𝑈𝑈 + (1 − 𝜌𝜌𝜋𝜋𝑅𝑅𝑅𝑅) ⋅ 𝜋𝜋𝑠𝑠𝑠𝑠𝑇𝑇𝑈𝑈 + 𝜀𝜀𝑡𝑡
𝜋𝜋𝑅𝑅𝑅𝑅 

(44) 

𝜋𝜋4𝑡𝑡𝑇𝑇𝑈𝑈 = (𝜋𝜋𝑡𝑡𝑇𝑇𝑈𝑈 + 𝜋𝜋𝑡𝑡−1𝑇𝑇𝑈𝑈 + 𝜋𝜋𝑡𝑡−2𝑇𝑇𝑈𝑈 + 𝜋𝜋𝑡𝑡−3𝑇𝑇𝑈𝑈 )/4 (45) 
𝜋𝜋𝑡𝑡𝐸𝐸𝑈𝑈 = 4 ⋅ (𝑚𝑚𝑡𝑡𝐸𝐸𝑈𝑈 − 𝑚𝑚𝑡𝑡−1𝐸𝐸𝑈𝑈 ) (46) 

𝜋𝜋𝑡𝑡𝐸𝐸𝑈𝑈 = 𝜌𝜌𝜋𝜋𝐸𝐸𝑅𝑅 ⋅ 𝜋𝜋𝑡𝑡−1𝐸𝐸𝑈𝑈 + (1 − 𝜌𝜌𝜋𝜋𝐸𝐸𝑅𝑅) ⋅ 𝜋𝜋𝑠𝑠𝑠𝑠𝐸𝐸𝑈𝑈 + 𝜀𝜀𝑡𝑡
𝜋𝜋𝐸𝐸𝑅𝑅 (47) 

𝜋𝜋4𝑡𝑡𝐸𝐸𝑈𝑈 = (𝜋𝜋𝑡𝑡𝐸𝐸𝑈𝑈 + 𝜋𝜋𝑡𝑡−1𝐸𝐸𝑈𝑈 + 𝜋𝜋𝑡𝑡−2𝐸𝐸𝑈𝑈 + 𝜋𝜋𝑡𝑡−3𝐸𝐸𝑈𝑈 )/4 (48) 
𝜋𝜋𝑡𝑡𝑈𝑈𝑈𝑈 = 4 ⋅ (𝑚𝑚𝑡𝑡𝑈𝑈𝑈𝑈 − 𝑚𝑚𝑡𝑡−1𝑈𝑈𝑈𝑈 ) (49) 

𝜋𝜋𝑡𝑡𝑈𝑈𝑈𝑈 = 𝜌𝜌𝜋𝜋𝑅𝑅𝑈𝑈 ⋅ 𝜋𝜋𝑡𝑡−1𝑈𝑈𝑈𝑈 + (1 − 𝜌𝜌𝜋𝜋𝑅𝑅𝑈𝑈) ⋅ 𝜋𝜋𝑠𝑠𝑠𝑠𝑈𝑈𝑈𝑈 + 𝜀𝜀𝑡𝑡
𝜋𝜋𝑅𝑅𝑈𝑈  (50) 

𝜋𝜋4𝑡𝑡𝑈𝑈𝑈𝑈 = (𝜋𝜋𝑡𝑡𝑈𝑈𝑈𝑈 + 𝜋𝜋𝑡𝑡−1𝑈𝑈𝑈𝑈 + 𝜋𝜋𝑡𝑡−2𝑈𝑈𝑈𝑈 + 𝜋𝜋𝑡𝑡−3𝑈𝑈𝑈𝑈 )/4 (51) 

𝜋𝜋𝑡𝑡𝐸𝐸𝐸𝐸 = 𝑟𝑟𝑇𝑇𝑈𝑈 ⋅ 𝜋𝜋𝑡𝑡𝑇𝑇𝑈𝑈 + 𝑟𝑟𝐸𝐸𝑈𝑈 ⋅ 𝜋𝜋𝑡𝑡𝐸𝐸𝑈𝑈 + (1 − 𝑟𝑟𝑇𝑇𝑈𝑈 − 𝑟𝑟𝐸𝐸𝑈𝑈) ⋅ 𝜋𝜋𝑡𝑡𝑈𝑈𝑈𝑈 + 𝜀𝜀𝑡𝑡𝜋𝜋
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𝑣𝑣�𝑡𝑡 = 𝜌𝜌𝐺𝐺� ⋅ 𝑣𝑣�𝑡𝑡−1 + 𝜀𝜀𝑡𝑡
𝐺𝐺�  (98) 

𝑟𝑟𝑚𝑚𝑡𝑡𝐺𝐺𝑖𝑖𝑁𝑁 = 𝑚𝑚𝑡𝑡𝐺𝐺𝑖𝑖𝑁𝑁 − (𝑟𝑟𝑇𝑇𝑈𝑈𝑚𝑚𝑡𝑡𝑇𝑇𝑈𝑈 + 𝑟𝑟𝐸𝐸𝑈𝑈𝑚𝑚𝑡𝑡𝐸𝐸𝑈𝑈 + (1 − 𝑟𝑟𝑇𝑇𝑈𝑈 − 𝑟𝑟𝐸𝐸𝑈𝑈)𝑚𝑚𝑡𝑡𝑈𝑈𝑈𝑈) (99) 

𝑟𝑟𝑚𝑚�𝑡𝑡
𝐺𝐺𝑖𝑖𝑁𝑁 = 𝑟𝑟𝑚𝑚𝑡𝑡𝐺𝐺𝑖𝑖𝑁𝑁 − 𝑟𝑟𝑚𝑚���𝑡𝑡𝐺𝐺𝑖𝑖𝑁𝑁 (100) 

Δ𝑟𝑟𝑚𝑚���𝑡𝑡𝐺𝐺𝑖𝑖𝑁𝑁 = 4 ⋅ (𝑟𝑟𝑚𝑚���𝑡𝑡𝐺𝐺𝑖𝑖𝑁𝑁 − 𝑟𝑟𝑚𝑚���𝑡𝑡−1𝐺𝐺𝑖𝑖𝑁𝑁 ) (101) 

𝑟𝑟𝑚𝑚�𝑡𝑡
𝐺𝐺𝑖𝑖𝑁𝑁 = 𝜌𝜌𝑁𝑁𝑝𝑝�𝑐𝑐𝑜𝑜𝑜𝑜 ⋅ 𝑟𝑟𝑚𝑚�𝑡𝑡−1

𝐺𝐺𝑖𝑖𝑁𝑁 + 𝜀𝜀𝑡𝑡
𝑁𝑁𝑝𝑝�𝑐𝑐𝑜𝑜𝑜𝑜

 (102) 

Δ𝑟𝑟𝑚𝑚���𝑡𝑡𝐺𝐺𝑖𝑖𝑁𝑁 = 𝜌𝜌Δ𝑁𝑁𝑝𝑝����𝑐𝑐𝑜𝑜𝑜𝑜 ⋅ Δ𝑟𝑟𝑚𝑚���𝑡𝑡−1𝐺𝐺𝑖𝑖𝑁𝑁 + (1 − 𝜌𝜌Δ𝑁𝑁𝑝𝑝����𝑐𝑐𝑜𝑜𝑜𝑜) ⋅ Δ𝑟𝑟𝑚𝑚���𝑠𝑠𝑠𝑠𝐺𝐺𝑖𝑖𝑁𝑁 + 𝜀𝜀𝑡𝑡
Δ𝑁𝑁𝑝𝑝����𝑐𝑐𝑜𝑜𝑜𝑜 (103) 

𝛥𝛥𝑟𝑟𝑚𝑚𝑡𝑡𝐺𝐺𝑖𝑖𝑁𝑁 = 4 ⋅ (𝑟𝑟𝑚𝑚𝑡𝑡𝐺𝐺𝑖𝑖𝑁𝑁 − 𝑟𝑟𝑚𝑚𝑡𝑡−1𝐺𝐺𝑖𝑖𝑁𝑁 ) (104) 

𝛥𝛥𝑠𝑠𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑠𝑠𝑑𝑑 = 𝜌𝜌Δ𝑠𝑠𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐 ⋅ 𝛥𝛥𝑠𝑠𝑡𝑡+1𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑠𝑠𝑑𝑑 + 𝜀𝜀𝑡𝑡
𝛥𝛥𝑠𝑠𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐  (105) 

𝛥𝛥𝑠𝑠𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑠𝑠𝑑𝑑 = 4 ⋅ (𝑠𝑠𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑠𝑠𝑑𝑑 − 𝑠𝑠𝑡𝑡−1𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑠𝑠𝑑𝑑) (106) 
𝛥𝛥4𝑠𝑠𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑠𝑠𝑑𝑑 = 𝑠𝑠𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑠𝑠𝑑𝑑 − 𝑠𝑠𝑡𝑡−1𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑠𝑠𝑑𝑑 (107) 

𝛥𝛥𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑏𝑏 = 𝜌𝜌Δ𝑠𝑠𝑐𝑐𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑢𝑢 ⋅ 𝛥𝛥𝑠𝑠𝑡𝑡+1𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑏𝑏 + 𝜀𝜀𝑡𝑡
𝛥𝛥𝑠𝑠𝑐𝑐𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑢𝑢  (108) 

𝛥𝛥𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑏𝑏 = 4 ⋅ (𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑏𝑏 − 𝑠𝑠𝑡𝑡−1𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑏𝑏) (109) 

𝛥𝛥4𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑏𝑏 = 𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑏𝑏 − 𝑠𝑠𝑡𝑡−1𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑏𝑏 (110) 
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Appendix C. Calibration of the Model Coefficients 

Coefficient Value Coefficient Value 
Output gap Monetary policy and 

exchange rate regimes 
𝑏𝑏1 0.1 𝑒𝑒𝑚𝑚𝑟𝑟 0.7 
𝑏𝑏2 0.6 𝑚𝑚𝑚𝑚𝑟𝑟 0.5 
𝑏𝑏3 0.1 Monetary policy block 
𝑏𝑏4 0.2 𝑔𝑔1 0.6 
𝑏𝑏5 0.3 𝑔𝑔2 1.5 
𝑏𝑏6 0.1 𝑔𝑔3 0.5 

Core inflation  Real monetary condition 
index 

𝑎𝑎11 0.3 𝑏𝑏21 0.5 
𝑎𝑎12 0.5 𝑏𝑏22 0.6 
𝑎𝑎13 0.75 Money demand  
𝑎𝑎14 0.6 𝛾𝛾1 0.6 

𝑁𝑁𝑁𝑁𝑛𝑛 − 𝑟𝑟𝑁𝑁𝑟𝑟𝑒𝑒 𝑖𝑖𝑛𝑛𝑓𝑓𝑑𝑑𝑎𝑎𝑖𝑖𝑖𝑖𝑁𝑁𝑛𝑛 𝛾𝛾2 0.3 
𝑎𝑎21 0.7  

Wage growth 𝑎𝑎22 0.1 
𝑎𝑎23 0.35 𝑟𝑟1 0.5 

𝑈𝑈𝑈𝑈𝑁𝑁  𝑟𝑟2 0.5 
𝑒𝑒1 0.45 𝑟𝑟3 0.5 
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Appendix D. Relationship between the trade-weighted nominal effective exchange rate and 
the nominal effective exchange rate with weights according to the currency structure of 

FX-denominated loans 

The model operates the nominal effective exchange rate, which is a trade-weighted average of 
three bilateral rates 𝑠𝑠𝑡𝑡

𝑁𝑁𝑠𝑠𝑑𝑑𝑏𝑏𝑦𝑦𝑛𝑛, 𝑠𝑠𝑡𝑡
𝑁𝑁𝑁𝑁𝑁𝑁𝑏𝑏𝑦𝑦𝑛𝑛 and 𝑠𝑠𝑡𝑡

𝑁𝑁𝑁𝑁𝑁𝑁𝑏𝑏𝑦𝑦𝑛𝑛 

𝑠𝑠𝑡𝑡 =  𝑟𝑟𝑈𝑈𝑈𝑈 ⋅ 𝑠𝑠𝑡𝑡
𝑁𝑁𝑠𝑠𝑑𝑑𝑏𝑏𝑦𝑦𝑛𝑛 + 𝑟𝑟𝐸𝐸𝑈𝑈 ⋅ 𝑠𝑠𝑡𝑡

𝑁𝑁𝑁𝑁𝑁𝑁𝑏𝑏𝑦𝑦𝑛𝑛 + (1 − 𝑟𝑟𝑈𝑈𝑈𝑈 − 𝑟𝑟𝐸𝐸𝑈𝑈) ⋅ 𝑠𝑠𝑡𝑡
𝑁𝑁𝑁𝑁𝑁𝑁𝑏𝑏𝑦𝑦𝑛𝑛               (C.1) 

To keep the model parsimonious, we do not model these bilateral exchange rates. Hence, we 
need to directly link the trade-weighted nominal exchange rate to the effective nominal 
exchange rate 𝑠𝑠𝑡𝑡  with weights consistent with the currency structure of FX-loans 𝑠𝑠𝑡𝑡𝐸𝐸𝐹𝐹. For that 
we first express each bilateral exchange rate from (C.1) in terms of the effective rate and cross 
exchange rates 𝑠𝑠𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑠𝑠𝑑𝑑 and 𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁 For example, for 𝑠𝑠𝑡𝑡

𝑁𝑁𝑠𝑠𝑑𝑑𝑏𝑏𝑦𝑦𝑛𝑛: 

𝑠𝑠𝑡𝑡 =  𝑟𝑟𝑈𝑈𝑈𝑈 ⋅ 𝑠𝑠𝑡𝑡
𝑏𝑏𝑦𝑦𝑛𝑛𝑁𝑁𝑠𝑠𝑑𝑑 + 𝑟𝑟𝐸𝐸𝑈𝑈 ⋅ 𝑠𝑠𝑡𝑡

𝑏𝑏𝑦𝑦𝑛𝑛𝑁𝑁𝑁𝑁𝑁𝑁 + (1 − 𝑟𝑟𝑈𝑈𝑈𝑈 − 𝑟𝑟𝐸𝐸𝑈𝑈) ⋅ 𝑠𝑠𝑡𝑡
𝑏𝑏𝑦𝑦𝑛𝑛𝑁𝑁𝑁𝑁𝑁𝑁 = 

= 𝑟𝑟𝑈𝑈𝑈𝑈 ⋅ 𝑠𝑠𝑡𝑡
𝑏𝑏𝑦𝑦𝑛𝑛𝑁𝑁𝑠𝑠𝑑𝑑 + 𝑟𝑟𝐸𝐸𝑈𝑈 ⋅ �𝑠𝑠𝑡𝑡

𝑏𝑏𝑦𝑦𝑛𝑛𝑁𝑁𝑠𝑠𝑑𝑑 + 𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁� + (1 −𝑟𝑟𝑈𝑈𝑈𝑈 − 𝑟𝑟𝐸𝐸𝑈𝑈) ⋅ (𝑠𝑠𝑡𝑡
𝑏𝑏𝑦𝑦𝑛𝑛𝑁𝑁𝑠𝑠𝑑𝑑 + 𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁) 

Then 𝑠𝑠𝑡𝑡
𝑁𝑁𝑠𝑠𝑑𝑑𝑏𝑏𝑦𝑦𝑛𝑛: 

𝑠𝑠𝑡𝑡
𝑁𝑁𝑠𝑠𝑑𝑑𝑏𝑏𝑦𝑦𝑛𝑛=𝑠𝑠𝑡𝑡  −𝑟𝑟𝐸𝐸𝑈𝑈 ⋅ 𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁 + (1 −𝑟𝑟𝑈𝑈𝑈𝑈 − 𝑟𝑟𝐸𝐸𝑈𝑈) ⋅ 𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁               (C.2) 

By analogy,  

𝑠𝑠𝑡𝑡
𝑏𝑏𝑦𝑦𝑛𝑛𝑁𝑁𝑁𝑁𝑁𝑁=𝑠𝑠𝑡𝑡  + 𝑟𝑟𝑈𝑈𝑈𝑈 ⋅ 𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁 − (1 − 𝑟𝑟𝑈𝑈𝑈𝑈 − 𝑟𝑟𝐸𝐸𝑈𝑈) ⋅ (𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁 − 𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁)    (C.3) 

and 

𝑠𝑠𝑡𝑡
𝑏𝑏𝑦𝑦𝑛𝑛𝑁𝑁𝑁𝑁𝑁𝑁=𝑠𝑠𝑡𝑡  + 𝑟𝑟𝑈𝑈𝑈𝑈 ⋅ 𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁 − 𝑟𝑟𝐸𝐸𝑈𝑈 ⋅ (𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁 + 𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁)                   (C.4) 

Substituting expressions for the bilateral rates in   

𝑠𝑠𝑡𝑡 =  𝑟𝑟𝑈𝑈𝑈𝑈𝑓𝑓𝑓𝑓 ⋅ 𝑠𝑠𝑡𝑡
𝑁𝑁𝑠𝑠𝑑𝑑𝑏𝑏𝑦𝑦𝑛𝑛 + 𝑟𝑟𝐸𝐸𝑈𝑈𝑓𝑓𝑓𝑓 ⋅ 𝑠𝑠𝑡𝑡

𝑁𝑁𝑁𝑁𝑁𝑁𝑏𝑏𝑦𝑦𝑛𝑛 + (1 − 𝑟𝑟𝑈𝑈𝑈𝑈𝑓𝑓𝑓𝑓 − 𝑟𝑟𝐸𝐸𝑈𝑈𝑓𝑓𝑓𝑓) ⋅ 𝑠𝑠𝑡𝑡
𝑁𝑁𝑁𝑁𝑁𝑁𝑏𝑏𝑦𝑦𝑛𝑛       (C.5) 

and rearranging gives  

𝑠𝑠𝑡𝑡𝐸𝐸𝐹𝐹
� = 𝑠𝑠𝑡𝑡 + 𝑠𝑠𝑡𝑡𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁 ⋅ (𝑟𝑟𝐸𝐸𝑈𝑈𝑓𝑓𝑓𝑓 − 𝑟𝑟𝐸𝐸𝑈𝑈) + 𝑠𝑠𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑠𝑠𝑑𝑑 ⋅ … 

… ⋅ {(𝑟𝑟𝑈𝑈𝑈𝑈 + 𝑟𝑟𝐸𝐸𝑈𝑈) − ( 𝑟𝑟𝑈𝑈𝑈𝑈𝑓𝑓𝑓𝑓 + 𝑟𝑟𝐸𝐸𝑈𝑈𝑓𝑓𝑓𝑓)},                     (C.6) 
which links two nominal exchange rates. 

The relationship is then used to model the definition of real effective interest rate on the FX-
denominated loans (equation (13) in appendix B): 

𝑟𝑟𝑡𝑡𝐹𝐹𝐸𝐸 = 𝑖𝑖𝑡𝑡
𝑁𝑁𝑒𝑒𝑓𝑓𝑓𝑓 + 𝛥𝛥4𝑠𝑠𝑡𝑡 + (𝑟𝑟𝐸𝐸𝑈𝑈𝑓𝑓𝑓𝑓 − 𝑟𝑟𝐸𝐸𝑈𝑈) ⋅ 𝛥𝛥4𝑠𝑠𝑡𝑡+1𝑁𝑁𝑠𝑠𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁 −… 

…−(1 − 𝑟𝑟𝑁𝑁𝑠𝑠_𝑓𝑓𝑒𝑒 − 𝑟𝑟𝑁𝑁𝑁𝑁_𝑓𝑓𝑒𝑒 − 𝑟𝑟𝑇𝑇𝑈𝑈) ⋅ 𝛥𝛥4𝑠𝑠𝑡𝑡+1𝑁𝑁𝑁𝑁𝑏𝑏𝑁𝑁𝑁𝑁𝑠𝑠𝑑𝑑 − 𝐸𝐸𝑡𝑡𝜋𝜋4𝑡𝑡+1 
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