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I. INTRODUCTION

This paper presents a tool suite for International Financial Reporting Standards 9 (IFRS 9)- and Current Expected Credit Loss (CECL)-compatible top-down stress testing. “Top-down” denotes an institutional perspective, that is, we mean a forward-looking solvency analysis conducted by an oversight organization, such as a central bank, a supervisor, or an international organization such as the IMF while it is conducting stress tests as part of its risk assessment in Financial Sector Assessment Programs (FSAPs). The aim is to present a set of relevant top-down model elements that are instrumental for scenario-conditional expected credit loss (ECL) estimation.

From an accounting perspective, IFRS 9 and CECL—and ECL more generally—aim at moving from a lagged incurred loss to a more time-contemporaneous recognition under the expected loss model. This is useful as it may, for example, prevent banks from providing excessive payouts to shareholders after the onset of material recessions at times when net income may still be positive due to the delayed recognition of losses that are expected to materialize soon. It may help improve investor and market confidence on banks’ balance sheet health during economic downturns.

Top-down stress testing has become more challenging amid the complex interplay of regulatory and (new) accounting rules, and generally absent long and granular portfolio-level data in the public domain. All major public stress testing programs (US Federal Reserve, Bank of Japan, European Banking Authority (EBA), European Central Bank (ECB), Bank of England (BoE), and so on) focus on credit losses estimated in line with the relevant accounting regimes. Credit losses are subtracted from banks’ capital base, and risk weighted asset (RWA) dynamics are modeled according to regulatory rules. The enhanced complexity is less of an issue for banks, which have granular exposure data at their disposal; it becomes challenging, however, for top-down stress testers without access to granular portfolio data. The paper suggests model methods that top-down supervisors can use in data-weak environments.

The tool suite presented in the paper was designed to limit model complexity and hence data needs. The paper describes multiple modeling options that are based on different levels of data availability. These models and their conceptual underpinnings have been used in various FSAPs since 2018: Canada, France, Korea, Latvia, and Singapore. They also have been part of technical assistance missions over the past two years.

The structure of the paper is as follows: Section 2 starts by summarizing what ECL is about, from an economics perspective. Section 3 presents a tool suite comprising various analytical components for ECL modeling. The ECL Model Suite accompanies this paper. Section 4 focuses on the concepts of multiple scenarios, perfect foresight, and related aspects.

---

Section 5 presents some exemplary database template structures for the collection of CECL/IFRS 9-relevant data from financial institutions. Section 6 concludes.

II. WHAT IS ECL ABOUT?

ECL accounting for financial instruments was promoted shortly after the 2007-09 global financial crisis (GFC) as a result of the call to overhaul the accounting principles that existed at that time. One outcome of the G20 meeting in London in April 2009 was the decision to strengthen the post-GFC financial system. A criticism of the previous accounting regime was that it was too backward-looking and too often deferring the recognition of loan losses. For these and related reasons, it was thought to contribute to procyclical dynamics, that is, the previous accounting regime was seen as partly responsible for the build-up of the imbalances that led to the GFC.

The IFRS 9 accounting principles were published in 2014 and became effective on January 1, 2018. As of end-year 2018, 144 of 166 countries (87 percent) that the International Accounting Standards Board (IASB) surveyed require the IFRS standards (however, not all IFRS countries have adopted IFRS 9 specifically). Concerning the G20 subset of countries, five of the 20 do not currently follow IFRS. These include China, India, Indonesia, Japan, and the United States. Although China, India, and Indonesia have not adopted IFRS, their accounting standards are close and converging to IFRS. Japan permits IFRS as one of four sets of accounting standards (in addition to Japanese Generally Accepted Accounting Principles (GAAP), its Modified International Standards (JMIS), and the U.S. GAAP) that listed firms in Japan can use to file their consolidated financial statements. Despite the few exceptions of the G20, overall it is a significant portion of countries that face the new accounting standard. IFRS 9 was transposed into European Union (EU) law by the European Commission in 2016 (EC 2016).

In June 2016, the Financial Accounting Standards Board (FASB) called for the adoption of the CECL approach (FASB 2016). This standard is adopted in the United States. Other countries, such as Japan and Switzerland, allow their banks—mostly those that are publicly listed in the United States—to use it optionally for reporting purposes. In the United States, the effective implementation date was December 15, 2019 for public firms that met the definition of a U.S. Securities and Exchange (SEC) filer, excluding entities eligible to be a smaller firm as defined by the SEC. The effective date of CECL for smaller

---

3 A related Financial Stability Board (FSB) report was published in April 2009. See FSB (2009).

4 The International Accounting Standards Board (IASB), which develops the IFRS standards, initially worked jointly with the Financial Accounting Standards Board (FASB) in the US, aiming to improve, simplify and harmonize global accounting standards. The two boards split up when they could not agree on certain core principles, in particular related to the expected loan loss provisioning principles.

5 The main reference for the IASB’s IFRS 9 accounting framework is IASB 2014.

firms has been delayed until January 2023. Banks have been given the option to delay the implementation of CECL through the CARES Act.7

This paper focuses on ECL accounting as relevant under both the IFRS and CECL regimes, while abstaining from discussions about procyclicality as well as national supervisory approaches to provisioning. Many countries continue to require banks to follow supervisory guidelines for loan loss provisioning as an overlay to accounting provisioning. National accounting standards tend to be applicable for smaller banks and on an unconsolidated basis in many countries, for example, in the EU and various emerging market economies. It is common to operate with dual loan loss provisioning regimes when banks are required to provision according to a loan classification scheme.

IFRS 9 consists of three categories that reflect the changes compared to the previous accounting regime (IASB 2014). They include (1) the classification and measurement of financial assets and liabilities; (2) the expected loss-based impairment model principles; and (3) hedge accounting. In terms of impact on stress testing practices, the most significant category is the second, in which lies the foundation of this paper.8

At the heart of the ECL-based impairment model under IFRS 9 lies its risk-based categorization of financial assets (staging) along with stage-specific provisioning. Figure 1 visualizes these staging principles. Exposures generally enter Stage 1 upon origination. Depending on their change in default risk since origination, they may move to Stage 2 or 3. IFRS 9 is principle-based, implying that here—as in numerous other respects—banks can decide how to define the criteria for such stage transitions, subject to guidance and a minimum set of transition triggers set by the IASB (IASB 2014). Stage 1 assets are to be provisioned with a 12-month horizon; Stages 2 and 3 assets with a lifetime horizon. For the FASB’s CECL approach, no such staging is required as all exposures are subject to the lifetime provisioning principle. The move to ECL was a step to address the “too little, too late” concerns with provisioning under the previous accounting regime. Under IFRS 9, the provisioning can now be characterized as “a bit more, and earlier”.

---


8 Useful references that cover the changes in classification of financial assets and liabilities include EY (2016/18a/b), PWC (2017/18), and Deloitte (2018). In addition to such useful material developed by consultancy firms, the IASB’s own IFRS 9 text (2014) is amenable, including numerous illustrations, examples, annexes, and so on, to explain all aspects of IFRS 9.
Figure 1. IFRS 9 Staging Principles

Notes: The schematic visualizes the principles underlying the credit risk staging in line with IFRS 9. The migration between stages is based on a set of criteria that are meant to relate to the change in default risk of financial assets since origination. Under the US CECL approach, Stage 1 exposures are provisioned for with a lifetime horizon as well; hence the distinction between Stage 1 and Stage 2 is obsolete. See text for details.

Figure 2 provides an overview of broader economic implications of ECL accounting. The components shown underlie the question of whether the move from IAS 39 to IFRS 9 and the adoption of the CECL approach in the United States imply more or less procyclical economic dynamics relative to the previous accounting regime, and in comparative terms of the two new frameworks as well.

The implementation of ECL accounting rules in the US, and the third year of the application of IFRS 9 in other jurisdictions, coincided with the outbreak of the COVID-19 pandemic and implied concerns over the negative effects of the standard on credit provision to the economy. CECL requires financial institutions to make immediate provisions based on expected credit losses over the lifetime of loans. We presume that any current negative developments in the economy would have higher weight at the origination of a loan, while potential recovery scenarios would have lower weight. This may make the origination of loans expensive, and banks may in some cases decide not to originate new loans altogether, thus further amplifying the already tight financial conditions.

Relief measures and a strong monetary policy response were meant to counteract the upward pressure on loan prices. Strong monetary policy responses (decreasing policy rates where possible) coincided with capital relief measures, which in terms of ECL ranged from a temporary postponement of the requirements to allowing institutions to use transitional arrangements.9 Further guidance was issued on the definitions of moratoria, loan forbearance and defaults, and the treatment of sovereign guarantees (EBA 2020). The IASB stressed that

---

IFRS 9 models should not be used mechanistically, and that government support measures shall be considered in determining lifetime losses. All these measures aimed at preserving banks’ capital so they could expand the balance sheets and continue providing credit to the borrowers. In this sense, regulatory measures were countercyclical.

Considering the pandemic, the Single Supervisory Mechanism (SSM) and the ECB recommended that banks may employ centrally defined macroeconomic scenarios. The SSM and ECB suggested that banks employ centrally defined scenarios (ECB forecasts) to address scenario uncertainty and to avoid possibly excessive increases in provision levels in the event that banks would use more conservative scenarios (ECB 2020, SSM 2020).

Principle-based accounting implies that numerous implementation choices are left to the discretion of banks. Under both CECL and IFRS 9, banks have a choice in terms of setting probabilities of adverse scenarios as well as levels of severity of adverse scenarios themselves. Under IFRS 9, financial institutions are setting the criteria for assets to move from Stage 1 to 2. A cross-bank comparison of accounting and hence also regulatory capital metrics is less easy if different criteria are implemented across banks, which may be disadvantageous for investors and supervisors. Moreover, banks may exploit their leeway in implementing the framework in a way that minimizes impairment charges and thereby maximize net income flows and residual capital.

The ECL regime brings about significant modeling challenges, complexity, and hence model risk. The IFRS 9 and CECL model requirements are complex, thus expertise must be built up over time. Building operational models nowadays means that data need to be sourced and processed retrospectively from history, while in the future the data will accumulate and be of increasingly better quality. It is useful to note that in relation to “model risk,” neither the IFRS 9 nor the CECL accounting framework contains any reference to back-testing requirements. CECL implies less model risk from a top-down stress test perspective (except for that related to lifetime loss calculations), since there is no distinction between Stage 1 and 2.

The move to the ECL accounting regime connects to a long debate about the pros and cons of fair-value versus book-value accounting. One argument for fair-value accounting in general, and IFRS 9 and CECL specifically, lies in the timelier recognition of losses after an ensuing recession. Banks will thus be restricted to otherwise paying out sizeable dividends at such a time, despite the expectation that losses would be incurred soon after (as observed for several European banks after the onset of the GFC). A discussion of pros and cons of fair-vs. book-value accounting is beyond the scope of our paper; useful entry points to the related literature include Laux and Leuz (2010), Allen and Carletti (2008), and Beatty et al. (1996).

---


11 Due to the interplay between accounting and regulation (a related short discussion follows later in the paper).

12 The BCBS (2015) guidance on ECL accounting lists back-testing as one best practice that banks shall consider when developing their ECL-compatible credit risk methodology (see BCBS 2015, para. 31).
A range of factors contribute to cyclical economic dynamics, one of which is seen in an accounting regime. Procyclicality has been defined, for example, by the Financial Stability Forum (2008), as the “mutually reinforcing (‘positive feedback’) mechanism through which the financial system can amplify business fluctuations and possibly cause or exacerbate financial instability.” Such definition resembles the concept of the financial accelerator as coined in the literature (Bernanke et al. 1999, Kiyotaki and Moore 1997). Figure 3 visualizes a perspective on different factors that may contribute to procyclical lending. The box titled “regulation/policy“ refers to the role of regulatory and accounting regimes for implying procyclical lending dynamics.

The procyclical dynamics of IFRS 9 and CECL are highlighted in the literature. Abad and Suarez (2017) have developed a bank portfolio model, calibrated to match the corporate loan portfolio of an average European bank. Their simulation results suggest that the IFRS 9 and CECL adoption implies a more pronounced response of provisions to a negative credit shock than under the incurred loss regime. The authors point to the critical role of regulatory authorities to monitor and intervene when necessary through regulatory remedial actions, such as a release of the counter cyclical buffer (CCyB). Huizinga and Laeven (2019) find that heterogeneity of assumptions used by banks in the euro area led to considerable differences in provisioning and that the introduction of IFRS 9 is unlikely to cure that problem. Chae et al. (2018) analyzed the impact of CECL on US banks and came to similar conclusions, that the comparability of provisions across banks and time will be complicated due to differences in assumptions about the future path of macro-financial variables.13

---

13 Additional references to the growing literature on the financial stability implications of IFRS 9 include Buesa et al. (2019), ESRB (2017), Novotny-Farkas (2015), Bushman and Williams (2015), and Gaston and Song (2014).
Various industry surveys document that banks expect(ed) the move to IFRS 9 to have an impact on loan pricing. Such industry surveys include Deloitte (2018), EBA (2016), and EY (2016). The EBA (2016) suggested that “60% of the banks anticipate that IFRS 9 impairment requirements will have an impact on lending practices of banks in terms of the pricing of products.” This suggests that in the past, banks were not pricing their loans based on a lifetime expected loss basis, which in principle they would, regardless of any accounting regime (and the provisioning horizon specifically). This proposition assumes that banks price their loans in a way that covers their cost of funding, expected losses, and cost of capital.

Banks’ incentive structures, seen against the principle-based accounting framework, play an important role in whether more or less procyclical dynamics can be expected as a result of IFRS 9. Numerous research papers document that banks are intentionally biasing their risk parameters (such as probabilities of default (PDs) and loss given default (LGDs)) used to calculate expected and unexpected losses to an optimistic side. The concepts of herding and competition are interrelated (Figure 3). They may imply that even if bank managers would foresee a recession, competition may dissuade managers from acting, that is, to intentionally not yet move Stage 1 assets to Stage 2. That move would imply a charge that would reduce net income and, in the sequel, lower dividend payouts, and imply a loss in market share.

Figure 3. Sources of Procyclical Lending

Note: Adopted from Gross, Hilberg, Kohlweyer, and van der Hoog (2020, forthcoming). The schematic categorizes the sources of procyclical lending dynamics in four groups.

14 Useful entry points to this field in the literature include Behn et al. (2016), Firestone and Rezende (2016), Mariathasan and Merrouche (2014), Haldane (2013), Plosser and Santos (2014), and Begley et al. (2017).
Numerous policies can be considered for counteracting procyclical dynamics, including those arising from the accounting regime. One set of tools includes the reliance on dynamic capital buffers (for example, countercyclical capital buffers) to counterbalance procyclical accounting provisioning, for example, by releasing such buffers to mitigate cliff effects at the onset of recessions. Stress testing is another one. It can be used to inform Basel Pillar 2 capital requirements and Pillar 2 guidance as set by the ECB/SSM, and to set stress test-based buffers as considered by the US FED (“stressed capital buffers”) and the BoE. For a stress test assessment to inform such buffers, it needs to follow countercyclical (state-dependent) scenario design to thereby counteract procyclicality, including as one source the accounting provision scheme. Finally, a more stringent supervisory regime that allows supervisors and auditors to challenge banks’ own tools, assumptions, scenarios, and provisions may be helpful. That requires developing a suite of top-down ECL models. We propose an analytical top-down ECL modeling tool suite in the following chapter.

III. AN ANALYTICAL TOOL SUITE FOR TOP-DOWN ECL MODELING FOR STRESS TESTING PURPOSES

Numerous approaches can be considered for operationalizing ECL modeling for top-down stress testing. Figure 4 summarizes these approaches in four high-level categories. Aggregate loss models based on historical loan loss provision rates or write-off rates may be considered. These may include regression models that link loss rates to macro-financial conditions, in turn to be able to project losses conditional on scenarios. Second, transition matrix (TM) models can be used, with different options available for capturing their dependence on macro-financial conditions. Third, vintage model approaches can be used, which allow tracking the credit risk characteristics of exposures depending on when they were originated (though they are data-demanding). Fourth, loan level data-based models are the most “micro” in nature, being sourced from bank loan tapes historically, or credit registers (centrally collected loan tapes of banks). These models capture the migration of individual exposures over time.

![Figure 4. ECL Model Choices](image-url)

Notes: The figure summarizes some expected credit loss (ECL) high-level model choices in four categories.
TM models are useful for stress testing financial institutions under the IFRS 9 accounting regime. A TM-based approach for IFRS 9 may strike a useful balance between the richness of the data and model complexity, while being able to operate with portfolio-specific data, distinguishing between PDs and LGD dynamics, and working with a framework that allows conducting a top-down macro-financial, scenario-conditional forecast of loan losses.  

While the aggregate loss model approach would be insufficient as a modeling device under IFRS 9, it can be useful under a CECL regime. CECL does not require modeling TMs, but the estimation of lifetime PDs and LGDs. These can be derived from historic loss models by considering multiple scenarios and vintages of loans. For example, DFAST/CCAR stress testing models in the US use accounting data and can be augmented with loan vintage data to derive lifetime ECLs. At the same time, loan level vintage models are data intensive and require inputs that may not be available to institutions in charge of top-down macro-prudential stress testing. Such micro-level data may accrue over time and hence imply that micro data-based models can be further developed in the future.

The models presented later focus on IFRS 9 transition matrices, while the estimation of lifetime PDs/LGDs is equally applicable under the CECL regime. Various model choices for the IFRS 9 historical TMs can be applied. The notion of “modeling” the historical TMs denotes the step whereby they are related to macro-financial conditions. This step is required for stress testing purposes. Figure 5 summarizes some generic model choices for the TMs.

Two of the four model choices in Figure 5 can be particularly suitable for top-down scenario conditional solvency analyses. These include, first, the log-odds, fractional probit or logit-based modeling of the transition probabilities in the individual cells of a TM. This approach involves a series of regressions of a TM’s individual cells on macro-financial variables. A “one-factor representation” of the transition matrix and the subsequent regression of that one-factor on macro-financial variables is a second option. This methodology has been long in use in the financial industry for rating transition matrix modeling (Belkin et al. 1998). We exemplify this methodology as part of the ECL Model Suite.

---

15 This also reflects the institutional perspective of this paper, where for most designated or regulatory authorities, granular data on individual exposures are not usually available.

16 The so-called open-pool and closed-pool (cohort) approaches for calculating historical loss rates are widely used in the US and have been summarized in ABA 2018. These approaches allow calculating historical loss rates over some relevant time windows which would correspond to an average residual maturity of a loan portfolio and thereby allow computing lifetime loss rates. For operationalization of the closed-pool approach, loan level data are needed to identify the origination years and perform the vintage calculations accordingly. ABA 2018 does not address the link of such longer-window-based loss rates to macro-financial conditions.

17 It is an approach that, in modified form, was employed in 2018 at the European Central Bank during euro area-wide stress tests, conducted jointly with the EBA and the SSM, for benchmark model purposes and quantitative guidance for the participating banks.

Portfolios that are “singular” in nature (sometimes referred to as “low default” portfolios) may need to be exempted from the transition matrix model approach. Examples of such portfolios include loans to central governments. Exposures in such portfolio segments would likely all remain in the same stage at any point in time. The transition matrix would be sparse, by having only one 1 in the 3x3 TM at any one point in time. Such a reduced-rank matrix could not be modeled using the TM model methods hinted at in Figure 5, as one or two rows thereof would sum to zero at all times. An alternative can be to take the point-in-time PD and relate it to macro-economic factors, as in the past under an IAS 39 regime. If the sovereign loans and debt securities all rest in Stage 1 at the outset of a scenario horizon, then an assumption can be made of whether they are to rest in Stage 1 or move to Stage 2. The move to Stage 2 could be tied to a multiple of the change in the PD, for example by considering a three-fold increase or more to trigger the migration to Stage 2. The provisioning would switch to a lifetime horizon; the corresponding methodology is presented in Section IV.

The model flow depicted in Figure 6 forms the basis for the ECL Model Suite in this paper. Integral to the framework is the concept of the TM. Choosing from among the three options for TM modeling depends on the availability of historical TM data (how to obtain historical data for the TMs at the current juncture, shortly after the introduction of IFRS 9, in January 2018, is discussed later in the paper). IMF FSAPs have used two of the three options so far. Option 1 was employed for the FSAPs in Canada, France, Latvia, and Singapore. Option 2 was employed for the 2019 FSAP for Korea.
A. Historical One-Factor Representation of Transition Matrices

Figure 7 depicts two versions of an IFRS 9-oriented transition matrix. They show the flow of assets between the three stages. The two versions of the TM differ in that the second one makes two additional flows explicit: the maturing portion of a portfolio from initial S1 and S2 stocks, and the amounts written off from the beginning of period S3 stocks. In a stress test context, S3 assets can be assumed to be nonperforming, that is, principal is not repaid (and interest is not being paid), and hence the maturing percentage is set to zero (gray in the TM). We can assume that S1 and S2 assets are not written off.

The one-factor representation methodology can work on IFRS 9 transition matrices in the same way as for rating transition matrices. The Belkin et al. (1998) methodology is directly applicable to IFRS 9 TMs, in principle both to the 3x3 or 3x5 version of the TM, as illustrated in Figure 7. The maturity and write-off flow percentages can be separately defined, based on assumptions or informed by separate satellite models, linking them to macro-financial variables. The maturing percentage can alternatively be implied by what a new business credit flow and gross loan stock growth from a macro-economic model may require. The write-off percentages depend less on macro-financial conditions, since write-offs often arise with a notable delay relative to a recession, for example, following increased stringency or forbearance in regulatory requirements.19 In some jurisdictions, supervisors may require writing off loans after some period of time (for example, one or two years). In this case, such rules would need to be reflected in the parameterization of write-off rates.

---

19 Employing simple assumptions, for example, based on historical averages of write-off rates, can therefore be an acceptable option.
A “Z-score” can be used to summarize the evolution of a time series of transition matrices in one number per point in time. Alternative names have been used in the literature and by practitioners, including Z-factor, M-factor, single index, and others. Figure 8 visualizes how the time series of TMs translates into the Z-score. The Z-score is positive during economic expansions, when the transition probabilities referring to the downward move of assets (from S1 to S2 and S3, and from S2 to S3) stand below their long-term averages; likewise, when the probability of “cure” (from S2 back to S1, or S3 back to S2 or S1) stand above historical averages. The Z-score is negative during recession times, with downgrades from S1 to S2 or defaults into S3 being more sizable than on average historically. Box 1 summarizes how the Z-score methodology works.20

The transition matrices would be modeled at the portfolio level, in line with IFRS 9 guidance. Paragraph B5.5.5 in IASB (2014) suggests that the impairment assessment is to be performed either on individual financial instruments or “collectively on groups of instruments with shared credit risk characteristics”. The latter choice is the natural one for stress testers and for the application of a portfolio-based transition matrix methodology. This is because the TM approach cannot work on an individual asset, but a portfolio, by design. A split of the portfolios that is often considered by stress testers in this or similar form includes: nonfinancial corporate loans and securities (optionally split between real estate collateralized and not), financial corporate, mortgage loans, consumer loans and other retail loans, and sovereign loans and securities.

---

20 The tool suite that accompanies this paper has the Z-score methodology embedded therein.
Note: The figure depicts, schematically, how a historical time series of transition matrices (indicated in the upper right corner), is compressed to one number (Z-score) per point in time. See text for details.

**Box 1. The Z-Score Methodology**

The Z-score methodology (Belkin et al., 1998) aims to reduce the information contained in a time series of transition matrices down to one number per point in time. It was originally developed for rating transition matrices, that is, involving letter-based grids of ratings spanning up to 10–15 classes (AAA–D). The methodology is applicable to matrices of any size and irrespective of the criteria set behind the classes in the matrix, and hence equally applicable to a time series of IFRS 9 TMs. Figure 1.1 combines Chart 1 from Belkin et al. (1998) (on the left, for an initial BBB exposure) with a modified version thereof based on an IFRS 9 staging structure (on the right, for an initial S2 exposure in this example). Both refer to a *long-term average* transition matrix.

**Figure 1.1. Probability Density for BBB Rating (left) versus S2 Exposure under IFRS 9 (right)**

The Z-score method builds on the assumption that the probability density $X$ is a function of an idiosyncratic driver $Y$ and a systematic economy-wide driver $Z$, both of which are independent unit normal random variables by assumption. The parameter $\rho$ captures the correlation between $Z$ and $X$, with $Z$ explaining a fraction $\rho$ of the variance of $X$.

\begin{equation}
X_t = \sqrt{1-\rho} Y_t + \sqrt{\rho} Z_t
\end{equation}
Box 1. The Z-Score Methodology (concluded)

The fitted transition probabilities, $\Delta_t$, are expressed as follows:

$$ (2) \quad \Delta_t(x_{g+1}^G, x_g^G, Z_t, \rho) = \Phi \left( \frac{x_{g+1}^G - \sqrt{\rho} Z_t}{\sqrt{1-\rho}} \right) - \Phi \left( \frac{x_g^G - \sqrt{\rho} Z_t}{\sqrt{1-\rho}} \right) $$

$\Phi$ is a standard normal cumulative distribution function. The terms $x_g^G$ are the “bin boundaries” (referring to the vertical lines in Figure 1.1 above), which are computed based on an inverse of a standard normal cumulative distribution function, with reference to a long-term average transition matrix. The historical deviation between an observed and fitted transition matrix can be computed:

$$ (3) \quad \min_{Z_t} \sum_G \sum_g w_{tg} \left( \frac{P_t(G, g) - \Delta(x_{g+1}^G, x_g^G, Z_t, \rho)}{\text{obs. transition rates}} \right)^2 $$

where the two sums in this equation indicate a summation over all elements in a transition matrix ($3 \times 3 = 9$ in an IFRS 9 transition matrix). Conditional on a $\rho$ and the bin boundaries from the long-term average transition matrix, a $Z_t$ can be found for each point in time that minimizes the above expression. Since $\rho$ is unknown as well, a “double-loop” can be considered, as suggested in Belkin et al. (1998), entailing a search for both the constant $\rho$ and the time series $Z_t$ subject to the constraint that the variance of the resulting $Z_t$ be equal one. The interpretation of the $Z$-score is that a $+1/-1$ value for $Z$ denotes a “1-standard deviation from normal (long-run average)” conditions. The tool suite that accompanies this paper includes an Excel/VBA-based implementation of the Z-score methodology as outlined here for a time series of IFRS 9 transition matrices.1

1/ The Z-score methodology has been implemented in a rather “crude” manner, using an explicit grid search (loop structure) in Excel coupled with a simple VBA routine that conducts a goal seek. It could of course be implemented in a more efficient manner in Matlab, R or other software packages, involving existing numerical optimization routines. The explicit loop structure in the Excel package is just meant to make the functioning of the methodology more explicit.

B. Linking the One-Factor Representation of Transition Matrices to Macro-Financial Conditions and Projecting Conditional on Scenarios

The next step is to link the historical evolution of a Z-score to macro-financial variables, in turn to be able to forecast the Z-score conditional on macro-financial scenarios. This step can be accomplished using standard regression model methods, or as well some methodologies that account explicitly for model uncertainty, such as the Bayesian Model Averaging (BMA) method (Gross and Población 2017). The result would be an econometric bridge equation that relates the Z-score to time contemporaneous and lagged macro-financial variables.

Scenario conditional paths of the Z-score need to be translated back to the evolution of the TM. This step is required because the actual object of interest is the TM, for conducting the subsequent calculations in terms of resulting stock exposures, expected losses, and the provision stocks and flows. Box 2 summarizes the steps and formulas required for translating
the Z-factor forecast back to a TM path, as well as for subsequently implying the exposure stocks in S1, S2, and S3.

**The Z-score-based scenario-conditional forecasting of TMs therefore has two purposes.**

First, it is the step required for implying the stocks of exposures in S1, S2, and S3. Second, it implies the two default probabilities that are part of the TM, that is, the transition probabilities for the moves from S1 to S3 and S2 to S3. These elements will all be needed for the provision stocks and flow calculations later.

**Box 2. From Scenario-Conditional Z-Scores to Transition Matrices and Implied S1-2-3 (Performing and Nonperforming) Exposure Stocks**

Figure 2.1 depicts visually how the previous step (Box 1, and first row in Figure 2.1) compares to the translation of a Z-score path back to a transition matrix (this box, second row in Figure 2.1).

\[ \Delta_{t \rightarrow t+1}(x_{g+1, t}, Z_t, \rho) = \Phi \left( \frac{x_{g+1, t} - \mu_z}{\sigma_z} \right) - \Phi \left( \frac{x_{g, t} - \mu_z}{\sigma_z} \right) \]

The parameter \( \rho \) and the bin boundaries are given at this stage (previously estimated, Box 1) and do not change. Only \( Z \) is an input that varies conditional on different scenarios, now denoted as \( \hat{Z}_t \), implying the transition probabilities across the transition matrix and along the scenario horizon.

Once the TM paths are obtained, the 3x3 matrix should be augmented by the scenario-conditional maturing percentages for S1 and S2 exposures as well as the write-off rate assumptions for S3. After adding these percentages in a fourth and fifth column to the matrix (Figure 7, right), each row should be normalized to sum to one again. A formula that can be considered for doing so is:

\[ \text{TR}_{ij} = \frac{\text{TR}_{ij}}{\sum_{j=1}^{3} \text{TR}_{ij}} \times (1 - M_i - \text{WR0}_i), \quad \forall i = 1, 2, 3, \text{where only write-offs for initial S3 stocks would be positive.} \]
Box 2. From Scenario-Conditional Z-Scores to Transition Matrices and Implied S1-2-3 (Performing and Nonperforming) Exposure Stocks (continued)

This normalization implies that the pre-defined percentages for the maturing portion and write-offs will not change due to the normalization in each row of the TM. An alternative that can be considered is to normalize all elements in a row of the TM, including the maturing (M) and write-off (WRO) percentages (the write-off term can be used to capture asset sales as well, e.g., to NPL/asset management firms). The final step now concerns the derivation of the implied S1, S2, and S3 stocks. The formulas that may be used to that end are the following:

$$ S_{1t} = S_{1t-1} + \frac{\text{Inflows to } S_1}{\text{Outflows away from } S_1} - \frac{\text{TR}_t^{12} S_{1t-1} - \text{TR}_t^{13} S_{1t-1} - M_t S_{1t-1}}{\text{Outflows away from } S_1} $$

$$ S_{2t} = S_{2t-1} + \frac{\text{Inflows to } S_2 - \text{TR}_t^{21} S_{2t-1} - \text{TR}_t^{23} S_{2t-1} - M_t^2 S_{2t-1}}{\text{Outflows away from } S_2} $$

$$ S_{3t} = S_{3t-1} + \frac{\text{Inflows to } S_3 - \text{TR}_t^{31} S_{3t-1} - \text{TR}_t^{32} S_{3t-1} - \text{WRO}_t S_{3t-1}}{\text{Outflows away from } S_3} $$

When steering the stocks of S1, S2, and S3 in this manner forward in time, there would be no explicit control yet over new business flows (they would be zero for now, not added to the S1 equation), and hence the total gross loan stock (S1+S2+S3) would fall if the write-off percentages were positive (gross loan growth would be implied, and negative in this case). To have gross loan growth of a portfolio under explicit control, we consider the following alternative set of equations:

$$ S_{2t} = S_{2t-1} + \frac{\text{Inflows to } S_2 - \text{TR}_t^{21} S_{2t-1} - \text{TR}_t^{23} S_{2t-1} - M_t^2 S_{2t-1}}{\text{Outflows away from } S_2} $$

$$ S_{3t} = S_{3t-1} + \frac{\text{Inflows to } S_3 - \text{TR}_t^{31} S_{3t-1} - \text{TR}_t^{32} S_{3t-1} - \text{WRO}_t S_{3t-1}}{\text{Outflows away from } S_3} $$

$$ S_t = S_{1t} + S_{2t} + S_{3t} = (1 + g_t) S_{t-1} $$

$$ S_{1t} = \max(0, S_t - S_{2t} - S_{3t}) $$

The first two equations are the same as under equation (6), the third one implies the gross loan stock based on a period-on-period gross loan growth $g_t$, and the last implies the S1 stock as a residual of the gross stock $S_t$ and the stocks of S2 and S3. This way, the assumption is that new business enters S1 upon origination, and the maturing percentage for S1 stocks would not actually be needed. The presence of the max operator in the S1 equation is to account for the fact that it may happen that the desired gross loan growth as defined by a macro-financial scenario may not be “achievable,” which may happen if gross loan growth was very negative. This would be an extreme case, which should not happen for reasonable parameter inputs, however.

The stock-flow dynamics as outlined in eqs. (6) and (7) involve the S1-2-3 stocks that are specific to IFRS 9. When merging S1 and S2 into performing loans (PL), and calling S3 the nonperforming loan stock (NPL), the familiar stock-flow dynamics as relevant under IAS 39 and CECL emerge:
Box 2. From Scenario-Conditional Z-Scores to Transition Matrices and Implied S1-2-3 (Performing and Nonperforming) Exposure Stocks (concluded)

(8) \[
\text{PL}_t = \text{PL}_{t-1} (1 - M_t - DR_t) + NB_t + \text{Cure}_t \\
\text{NPL}_t = \text{NPL}_{t-1} (1 - WRO_t) + DR_t (L_{t-1} - \text{NPL}_{t-1}) - \text{Cure}_t 
\]

where \( M_t \) is the maturing percentage of the performing loan stock, \( DR_t \) the default rate, \( NB_t \) the new business flow, and \( \text{Cure}_t \) the absolute flow of nonperforming back to performing loan stocks. As a side-remark, equation (8) can be solved for the default rate \( DR_t \) and be used to imply historical default rates based on portfolio-level data for performing and nonperforming loan stocks, NPL write-off rates (reflective of asset sales where relevant as well), and cure flows:

(9) \[
DR_t = \frac{\text{NPL}_t - \text{NPL}_{t-1} (1 - WRO_t) + \text{Cure}_t}{\text{PL}_{t-1}} 
\]

C. Alternative Transition Matrix Model Methods for Weak Data Environments

Several alternatives can be considered when historical transition matrix time series data are short or absent. This is likely the case in the years following the introduction of IFRS 9, in 2018. Figure 6 has indicated three options, including the full Z-score-based methodology, as outlined in subsections A and B (option 3 in Figure 6).

The option referred to as “beta-linking” (option 1 in Figure 6) is useful when the historical time series data for TMs are absent. This option assumes again the availability of historical default rate time series based on which a satellite model would first be developed. The transition rate for S2-3 can be linked to the resulting scenario-conditional PD path, and the transition rate for S1-3 can then be implied so that the weighted average PD matches the PD path from the satellite model. Subsequently, a number of “betas” (hence the name of the method) are involved to link the trajectories of the TR1-3 and TR2-3 to the remaining probabilities in the matrix. These betas could either be based on some (albeit perhaps too short) historical time series data for the transition matrices or be set judgmentally. Moreover, they could be estimated on some jurisdictions’ data for which sufficient historical TM data exist, and then be employed for other jurisdictions for which such data are not available. Obviously, the beta-linking method is a suboptimal solution. Robustness analyses should be conducted in terms of the final provision flow, and hence capital impact estimates, to variations in the beta parameters.

The option of “anchoring-in-PDs” (option 2 in Figure 6) is useful when historical time series data for TMs are available but do not cover a full business cycle. In this case, the “pure Z-score” methodology may not be an option because of a concern that the historical sample would not allow capturing the relationship between Z and macroeconomic factors adequately. The anchoring-in-PDs variant would rely on historical data for default rates, for which data for at least one or more cycles is assumed to be available. A satellite model can in this case be developed for these default rates. Parallel to that, a Z-factor would be computed on the shorter sample for a given bank-loan portfolio. Then, a scenario path for Z would be set such that the implied PDs (exposure-weighted average of transition rates from S1-3 and
S2-3) would match the scenario conditional PD path implied by the satellite model, involving the Z-to-TM translation mechanism as outlined in sub-section B and Box 2. The ECL Model Suite which accompanies this paper illustrates the method.

D. An LGD Model for Real Estate-Collateralized Portfolios

The LGD component of ECLs is relevant under any accounting regime (including in the former regime under IAS 39). Accomplishing a macro-financial scenario dependence for LGDs implies the need for either an econometric time series model or a structural model for that purpose. Since time series for LGDs are usually not easy to obtain, a structural model choice is considered as part of the analytical tool suite presented here. Two models are presented, one simplistic, the other more advanced. Both models are tailored to real estate-collateralized portfolios (commercial real estate, residential real estate).

The principle underlying both structural model variants relates to the link between the value of real estate collateral and the scenario trajectories for house prices. Real estate-related firm loan portfolios would link to a commercial property price scenario; mortgage loan portfolios would link to residential property prices. Box 3 summarizes the structure and rationale behind the two LGD model variants. Figure 9 depicts the philosophy underlying the more advanced LGD model, which considers that a loan-to-value ratio (LTV) measured as of a current point in time is deterministic in nature, while the LGD is meant to be forward-looking and hence subject to uncertainty.

![Figure 9. Uncertainty about Future Sales Price of Collateral Driving LGDs](image)

Notes: The figure visualizes the fact that point-in-time overcollateralized loans (with collateral meaning housing collateral in the context of the model presented in this chapter), can nonetheless imply positive losses due to the uncertainty surrounding the future sales price of collateral. The distributional feature of future collateral values also applies to current point-in-time undercollateralized portfolios.

In terms of required data inputs from banks, the two LGD models are not demanding. The simpler model variant requires a set of starting point LGDs for all portfolios that are considered. The advanced model variant requires (1) current portfolio-level LTVs, ideally exposure-weighted; (2) cure rates, available from a T0 transition matrix in an IFRS 9 context (S3-S2/1); and (3) the LGD as of Year 0, all for the relevant portfolios. The LGD module as
part of the tool suite, coupled with the information provided in Box 3, exemplifies the use of these bank-portfolio-level data.

For uncollateralized portfolios, three model strategies are conceivable. A first option is to refer to historical LGD time series data, when available, and develop econometric satellite models. Second, regulatory downturn LGD estimates can be used to inform an adverse level for an LGD for its accounting provision use in a scenario. Third, aggregate loss rate projections can be decomposed into PDs and LGDs using methods as outlined in Frye and Jacobs (2012) and Frye (2013). It is a method that is also involved in the FED’s DFAST methodology (FED 2017).

Box 3. A Simple and an Advanced LGD Model for Real Estate-Collateralized Portfolios

A simple model that links an LGD to a house price trajectory in a scenario can be designed as follows:

(1) \[ \text{LGD}(t) = 1 - (1 - \text{LGD}(0)) \times \frac{\text{HP}(t)}{\text{HP}(0)} \]

If, for example, an LGD equals 25 percent as of a reference date, and assuming a house price drop of 20 percent, the LGD would rise to 40 percent according to this simple model, as illustrated in the following figure.

Some caveats apply to the simple model structure: there is no explicit consideration of cures, no account for overcollateralization, and it is effectively treating the LGD as if it was not forward-looking.

The more advanced LGD model starts from the following definition of the LGD (defined as a percentage):

(2) \[ \text{LGD} = ((1 - \text{Probability of cure}) \times \text{LGL}) + \text{Costs} \]

Costs denotes a percentage that reflects administrative and legal expenses related to the workout of the loan and the collateral sales process. The term “LGL” abbreviates “loss given loss,” which is defined as:

(3) \[ \text{LGL} = \max \left( \frac{\text{Loan} - \text{Expected Recovery Value}}{\text{Loan}}, 0 \right) = \max \left( \frac{\text{LTV} - \text{SR}}{\text{LTV}}, 0 \right) \]
Box 3. A Simple and an Advanced LGD Model for Real Estate-Collateralized Portfolios (continued)

Having a max operator in this equation is to reflect that banks may not be allowed to keep the proceeds of a collateral sale if the sales price exceeds the outstanding claim, that is, the difference is to be paid back to the earlier defaulted borrower. The expression at the right end of equation (3) was obtained by dividing the numerator and the denominator of the ratio on the left by the reported current collateral value, thereby implying the sales ratio (SR) on the equation’s right side. The sales ratio is defined as:

\[
SR = \frac{\text{Expected Recovery Value}}{\text{Reported Current Collateral Value}}
\]

The reported collateral value may deviate from current actual or later realized collateral values for a number of reasons, including, inter alia, (1) that the reported valuation is possibly out of date; (2) that repossessed property tends to be less maintained and hence of lower quality than property that is securing yet performing loans; and (3) fire sale effects, which may arise when banks have to sell in adverse market conditions, that would go beyond the mean of a house price trajectory in a scenario. For these reasons, it is instrumental to assume that the sales ratio has a distribution, for instance, the following modified Normal:

\[
SR = \mu + \frac{\sigma}{\sqrt{2\pi}} \left[ e^{-\frac{(LTV-\mu)^2}{2\sigma^2}} - e^{-\frac{(LTV^u-\mu)^2}{2\sigma^2}} \right] + LTV \left[ 1 - \Phi \left( \frac{LTV^u-\mu}{\sigma} \right) \right]
\]

The required data inputs for the model to be applied to a real estate collateralized portfolio of a bank include the following. The data are split into those from banks as of Year 0, next to parameters and assumptions in the model, including the house price scenario.

<table>
<thead>
<tr>
<th>Bank portfolio as of ‘Year 0’</th>
<th>Model parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>LTV, ideally exposure-weighted</td>
<td>House price scenario path, for residential or commercial property prices depending on portfolio type</td>
</tr>
<tr>
<td>Cure rate: annual transition rate S3-2 from most recent IFRS 9 transition matrix</td>
<td>Cure rate assumption under scenario</td>
</tr>
<tr>
<td>LGD (if not available, take provision coverage ratio as proxy)</td>
<td>Cost parameter assumption (e.g. 5%)</td>
</tr>
</tbody>
</table>

The application of the model entails three steps: first, an effective sales ratio mean \( \mu \) has to be found, to thereby let the model-implied LGD match the observed LGD at the bank-/portfolio-level, and conditional on all other parameters for the bank portfolio (see Table 3.1).21 Once the sales ratio mean is found, it is “fixed.” Second, a house price scenario-conditional LTV should be computed:

\[
LTV(t) = LTV(0) \times \frac{HP(t)}{HP(0)}
\]

21 Alternatively, one may instead set a sales ratio mean \( \mu \) and imply the standard deviation \( \sigma \).
Box 3. A Simple and an Advanced LGD Model for Real Estate-Collateralized Portfolios (concluded)

Third, the final scenario-conditional LGD can be implied by this LTV in conjunction with equations (1)-(3). Figure 3.2 shows a numerical example, based on the Excel-based implementation of the two models as outlined in this box. An explanation of how the Excel-based solver can be used to find the sales ratio mean is embedded in the Excel file for this module, which accompanies this paper.

Figure 3.2. Numerical Example, Simple versus Advanced LGD Model

A comparison based on different combinations of initial LGDs and LTVs as of Year 0 are presented in Figure 3.3. eLTV in Figure 3.3 denotes the current LTV. The underlying assumptions are that house prices fall by 20 percent, a cure rate in Year 0 is 20 percent, falling to 10 percent in the scenario, a cost percentage of 5 percent and a standard deviation of the sales ratio at 20 percentage points. The results suggest that the “simpler” model (equation 1) results in larger scenario-conditional LGDs at low initial LGD levels, and the opposite at high levels of LGDs at the outset. It will be beneficial in general to consider the more advanced LGD model, in order to obtain a more realistic scenario-conditional LGD estimate.

Figure 3.3. Difference between Simple and Advanced LGD Model Outcome Depending on Initial LGD/LTV Starting Points

E. Lifetime Expected Credit Loss Calculations

Lifetime expected credit loss (LT-ECL) calculations are necessary because loan loss provisions for S2 and S3 exposures should have a lifetime horizon, and for the performing portfolio under CECL. The lifetime horizon requires, in principle, that macro-financial scenarios would need to be extended to the residual maturity of a portfolio under
consideration. For example, for mortgage portfolios that tend to have long durations, for example, 15 years on average, these scenarios would translate into TM forward paths and expected losses would need to cover up to 15 years. We consider two options for dealing with this fact: one is to employ simple assumptions about how macro-financial factors and implied risk parameters move beyond an initial scenario horizon in a stress test, which usually covers three to five years. A second option is to conduct the scenario simulations based on a macro-financial model suite explicitly farther into the future. We discuss these options in subsection F.

**A lifetime ECL formula forms the starting point for the ECL calculations.** The formula and the meaning of its components are explained in Box 4.

### Box 4. Lifetime Expected Credit Loss (LT-ECL): Formula and Components

A LT-ECL formula can be structured as follows:

1. \[
ECL_{LT} = \sum_{t=1}^{M} \frac{TR_{S}^{2-3,s} \times LGD_{S} \times S2_{s-1}}{(1+r)^t}
\]

with M denoting the average residual maturity of a portfolio. The lifetime ECL is measured in monetary units. The right side includes a point-in-time LGD and the relevant exposure, which is the S2 stock (or all non-defaulted exposures under CECL). The denominator of the formula involves an effective loan interest rate for discounting the ECL along the lifetime of a loan portfolio. The formula for the incremental PD in the numerator, denoted \(TR_{S}^{2-3,s}\), is:

2. \[
TR_{S}^{2-3,s} = TR_{S}^{2-3} \times \prod_{i=1}^{s-1} \frac{(1 - TR_{i}^{2-3})}{cumulative survival probability}
\]

The term \(TR_{S}^{2-3}\) is the unconditional transition probability for S2 stocks, which links to the outcome of the transition matrix forecast path (Box 2). While this unconditional PD \((TR_{S}^{2-3})\) moves over the lifetime of a loan portfolio in an “unrestricted” manner, and in relation to macro-financial conditions, the incremental PD measures the PD in period \(s\) conditional on not having defaulted up to period \(s-1\) and approaches zero over time.\(^{1}\) The quantitative behavior of the various probabilities involved here is depicted in Figure 4.1. As an example, the PiT PD (Figure 4.1, right char, green) has been set to a constant. It would later vary in a scenario (more on that in the section about perfect foresight).

---

\(^{1}\) If the maturity parameter M in equation (1) were set to one, then the lifetime ECL would be a 12-month ECL. In this case, the incremental PD would equal the unconditional PD according to equation (2). If one may ignore in this case the discount factor in the denominator of equation (1), then the ECL formula would attain the standard “PDxLGDxEAD” structure.

---

\(^{22}\) One may assume that the loan default probability after some time (say, five years) would be sufficiently low, so that the lifetime ECL calculations can be confined to such shorter horizon. Loan prepayments (especially in countries where fixed rate mortgages are dominant) also reduce the effective expected duration of loans. This implies that a macro scenario can be developed with a shorter horizon, which should be beneficial.
Box 4. Lifetime Expected Credit Loss (LT-ECL): Formula and Components (continued)

Figure 4.1: Cumulative Survival Probability, Cumulative PD, and Point in Time (PiT) versus Incremental PDs

The S2 exposure term in equation (1) could be projected into the future by either employing an equation that resembles a nonlinear repayment schedule of fixed or variable rate loans, or a simplifying assumption that would stipulate a linear principal repayment path for the sake of simplicity. The ECL estimates may not be overly sensitive to this choice.

2/ If a nonlinear repayment schedule was employed, for variable rate loan portfolios specifically, then an expectation about the loan interest rate would have to be considered as well. For portfolios that are “mixed,” that is, contain fixed and variable loans, two corresponding repayment schedules could be considered that could then be added together for the two portfolio components. Modeling prepayments explicitly is an option as well, the related discussion of which is beyond the scope of this paper.

F. Loan Loss Provision Stock and Flow Calculations

The ECL estimates for the exposures in the different risk categories need to be translated into accounting provision stocks. Loan loss provisions are to be held for exposures in all three stages, and they change from period to period as a function of all underlying risk parameters, including PDs (PiT and implied lifetime) and LGDs. The continuous dependence on changing risk parameters distinguishes the IAS 39 and IFRS 9 / CECL accounting regime, as under IAS 39, performing exposures were not provisioned for,23 and nonperforming exposures were a function of only the LGD (once they entered the NPL stock).24 Box 5 summarizes the formulas for computing provision stocks and flows under IFRS 9 and CECL, and as a comparison as well for the incurred loss concept under the previous IAS 39 regime.

In a stress test application involving an assumed adverse scenario, the IFRS 9- and CECL-implied loan loss provision flows can be expected to be more front-loaded than under IAS 39. Under IFRS 9, a “cliff effect” results from the 12-month provision horizon set for S1 and the lifetime ECL horizon for S2 exposures, with the latter tending to increase significantly in year one of an adverse scenario. This effect is exemplified based on artificial

23 With the exception of “Incurred But Not Reported” (IBNR) provisions which were typically used as the general provisions accounting for non-incurred/non-reported losses.

24 Provision stocks in addition change due to changing exposure stocks, which are driven in turn by principal repayment flows, new loan issuance, and write-offs.
The provision stock and flow calculations can be refined by distinguishing the risk parameters, for instance, in terms of LGDs, for the different cross-stage migrations. An example of a more refined provision methodology can be found in the EBA/ECB/SSM stress test 2018. From a top-down solvency analysis perspective, one should carefully weigh the costs and benefits of working with more granular model structures, as the implied additional burden in terms of data needs and possibly increasingly impaired data quality may hamper the robustness of the final provision estimates.

### Box 5. Loan Loss Provision Stock and Flow Calculations

For S1 exposures under IFRS 9, the provision stocks are to equal the 12-month expected credit loss, that is:

\[
\text{PROV}^t_{t,S1} = \text{ECL}^t_{t,S1} = \text{TR}^{12}_{t+1|t} \times \text{LGD}_{t+H|t} \times S1_t
\]

This resembles the “PDxLGDxEAD” structure. Any change in the underlying risk parameters would imply a provision flow and hence an impact on the P&L. The term \( \text{TR}^{12}_{t+1|t} \) is the expected default rate for S1 exposures conditional on end of period-\( t \) information for the following year. The \( \text{LGD}_{t+H|t} \) term has a \( t+H \) to denote the fact that the LGD is meant to be forward-looking beyond a one-year horizon if the expected time until collateral can be sold is more than 1 year. For S2 exposures, the lifetime ECL formula (Box 4) becomes relevant, that is:

\[
\text{PROV}^t_{t,S2} = \text{ECL}^{LT}_{t,S2} = \sum_{s=t+1}^{M} \frac{\text{TR}^{23,s}_{s} \times \text{LGD}_{s+H|s} \times S2_{s-1}}{(1+r)^s}
\]

For S3 exposures, provision stocks are meant to cover the portion of the defaulted exposures that will likely not be recoverable, that is:

\[
\text{PROV}^t_{t,S3} = \text{ECL}^t_{t,S3} = \text{LGD}_{t+H|t} \times S3_t
\]

The total provision stock equals the sum of the stage-specific provision stocks:

\[
\text{PROV}^t = \text{PROV}^t_{t,S1} + \text{PROV}^t_{t,S2} + \text{PROV}^t_{t,S3}
\]

The loan loss provision flow is then the change in the stock, adjusted for write-offs:

\[
\text{PROVFLOW}^t = \Delta \text{PROV}^t + \text{WRO}^t \times \text{LGD}^t \times S3_{t-1}
\]

The adjustment term related to the write-offs (inclusive of asset sales where relevant) accounts for the fact that exposures that are written off, and whose provision stock is falling for that reason, which should be residual net-equity neutral. The way the adjustment term is designed involves the assumption that the LGD estimate, based on which a provision stock had been set just before the write-off, equals the realized LGD upon the collateral sale for the exposures that are written off.

---

25 See BoE (2018), Box 1, page 11, Chart A.

26 See EBA (2018a), “2018 EU-Wide Stress Test”, Chapter 2.4. As just one example, there is a distinction between the LGD for S1 and S2 financial assets, which we do not consider in Box 5.
Box 5. Loan Loss Provision Stock and Flow Calculations (continued)

Under the previous IAS 39 accounting regime, only exposures that are now designated as S3 (nonperforming exposures) were to be provisioned for on an incurred loss basis. Under IAS 39, the provision stock formula in equation (4) would exclude the terms related to the S1 and S2 stocks. The provision flow expression, equation (5), would not change.

Based on a numerical example that is embedded in the tool suite that accompanies this paper (provision stock and flow module), a comparison of the P&L losses under IAS 39, IFRS 9, and CECL may often appear as depicted in Figure 5.1. This example is based on an underlying adverse scenario. One can see that the loss rates under the IFRS 9 regime are significantly higher in (front-loaded to) year one (cliff effects). Disregarding second round macroeconomic effects, the cumulative losses over a longer adverse period would be the same under all accounting regimes. The only difference they make is in terms of the timing of recognizing the losses.

Figure 5.1. Numerical Example of Loan Loss Provision Flows under IAS 39 and IFRS 9

Full lifetime ECL for a combined S1+S2 portfolio can be a useful benchmark for top-down stress testers. The rationale for employing a full lifetime ECL approach akin to CECL for top-down stress testing in IFRS 9 regimes can be motivated based on at least three arguments: (1) for the purpose of comparing and learning about the effective difference that the S1/S2 differentiated provisioning scheme makes in practical stress test applications compared to a full lifetime provisioning scheme; (2) importantly, to require less data, both in terms of historical and starting point information; and (3) not requiring a transition matrix model approach implies less model risk, and hence fostering robustness.

The top-down stress testing modeling strategy under a full lifetime ECL approach can still follow in many respects the concepts laid out in this paper. The transition matrix model approach would become obsolete as the transition matrix reduces down to a 2x2 matrix, hence requiring only the modeling of the PiT PD, say, with a 12-month horizon, using a standard fractional logit approach. The LGD model strategy can involve the modules as described in Section IV.C and Box 3. The lifetime PD calculations (Section IV.D and Box 4) would be simpler: equation (1) in Box 4 would apply to the total performing exposure stock instead of only to S2, and equation (2) in Box 4 would apply to the overall PD of the performing exposure, instead of only to the transition probability TR2-3. The provisioning calculations (Section IV.E and Box 5) would be simplified, since equation (1) in Box 5 would become obsolete, and Box 5’s equation (2) be applicable to the combined S1 and S2 stock instead of only S2. When using a CECL approach in an IFRS 9 regime, it is important,
however, to be wary about the difference in the model-implied Year 0 provision stocks compared to the banks. The banks’ year 0 provision stocks would be smaller because S1 stocks are provisioned for based on a 12-month horizon, not a lifetime horizon. CECL stress test provision flows should be expressed with reference to the model-implied Year 0 provision stocks in this case.

**G. Interplay Between Accounting and Capital Regulation**

The interplay between regulatory capital and accounting provisions arises because both components are to shield future credit losses. Loan loss provisions and residual net equity capital are to serve as a buffer for expected and unexpected losses, respectively. Since Basel II, the IRB approach to credit risk measurement is designed so that it is compatible with a 12-month ECL horizon based on regulatory risk parameters (Gordy 2003, BCBS 2005). The set of regulatory risk parameters includes a through-the-cycle (TTC) PD and a downturn LGD.

The regulatory treatment of accounting rules considers provisioning shortfall or excess. For IRB portfolios, the “IRB shortfall” rule is considered: if regulatory EL exceeds accounting provision stocks, then the difference is subtracted from CET1. If it falls short of an accounting provision stock, then the difference may be added back to Tier 2 capital subject to a limit of 0.6 percent of credit risk RWA and regulatory prior approval. For STA exposures, general provision stocks can be added back to Tier 2 capital subject to a limit of 1.25 percent of credit risk RWA.

The regulatory treatment of accounting provisions under IFRS 9 and CECL has been suggested to not change for the time being. Following an industry consultation by the BCBS in October 2016 (BCBS 2016), the BCBS’s conclusion in March 2017 (BCBS 2017) was to not make any adjustments to the current regulatory treatment of accounting provisions until further notice. The question arises as to whether the treatment should change given that the accounting provision mechanism has been redesigned materially. Regarding the distinction between regulatory general and specific provisions for STA exposures, the question arises as to whether the concept of general provisions still has any role to play. General provisions resemble a residual capital philosophy, to shield unexpected rather than expected losses. On the accounting side, no such distinction between general and specific provisions is to be made. It has been suggested, indeed, that all accounting provisions under IFRS 9 are to be interpreted as specific provisions (EBA 2017). The Basel Committee

---

27 We call the sum of loan loss provisions and residual net equity, “gross equity.”

28 Such discussion is beyond the scope of this paper.
meanwhile put this discussion on hold and leaves it to individual jurisdictions to map IFRS 9 provisions to general and specific provisions.

**For IRB portfolios, one can establish a link between the regulatory risk parameter scenario paths and the PiT risk parameters on the accounting side.** The rationale for doing so is that a rise in PiT risk parameters under an adverse stress test scenario, if significant enough and prevailing for a reasonably long period (for example three to five years), will possibly call for an upward adjustment to regulatory risk parameters as well, for the dual sake of consistency and conservatism in a stress test.

**When considering whether regulatory risk parameters are to be made a function of PiT risk parameters in a scenario, one should be mindful of the nature of the underlying scenario narrative.** A cyclical scenario may call for less of a need to pass PiT risk parameter stress on to regulatory risk parameters, because by nature of a cyclical scenario it would entail a more short-lived, confined time window for an assumed recession. Structural shock scenarios, possibly involving severe external shocks for example for trade-oriented countries, on the other hand, may imply severe downturns that are rather state-independent, longer-lived, and hence be warranting a dependence of regulatory on PiT risk parameters.

**The way the regulatory risk parameters are steered as a function of PiT parameters is often ad hoc, implying a model risk of its own kind.** For example, when considering either five- or 10-year windows over which historical averages of PiT parameters are taken, for obtaining TTC PDs. Such time window choice is ad hoc, and the implied sensitivity of through-the-cycle (TTC) PDs to PiT PDs in a scenario, hence, as well. With such caveats in mind, Box 6 presents a simple methodology for establishing a link between regulatory and PiT risk parameters, while emphasizing how that link would be set up in an IFRS 9-specific accounting environment.

---

29 We assume here that it is possible to map the accounting exposures classes with regulatory exposure classes.
Box 6. Risk Weighted Assets: Linking Regulatory Risk Parameters (IRB) to PiT Risk Parameters (Accounting)

For obtaining a scenario-sensitive path of regulatory PDs for an IRB portfolio, one may link it to the scenario-conditional corresponding PiT PD path. Since there is no distinction between S1 and S2 from a regulatory perspective, one would first compute an exposure weighted average PiT PD based on the transition rates TR1-3 and TR2-3 along the scenario horizon:

\[
P_{t+1|t}^{\text{PiT}} = \frac{S_{1t} \times TR1_{t+1|t} + S_{2t} \times TR2_{t+1|t}}{S_{1t} + S_{2t}}
\]

This PiT PD forward path one can now link to the regulatory, TTC PD path:

\[
P_{t+1|t}^{\text{TTC}} = \logit^{-1}\left(\logit\left(P_{t|t}^{\text{PiT}}\right) + \alpha \times \Delta \logit\left(P_{t+1|1|t}^{\text{PiT}}\right)\right)
\]

The logit and inverse logit functions are involved to guarantee that the TTC PD never leaves the [0-1] interval.\(^{30}\) The term \(\alpha\) is a smoothing parameter that should be set to a value between 0 and 1, for example, to 0.75. Its purpose is to retain the TTC concept for the PD, and in turn to not cause excessive fluctuations (eventually more procyclicality) if a full “pass-through” from PiT PD to TTC PD changes was instead considered. A “full pass-through” would amount to setting \(\alpha\) to 1. The \(\alpha\) parameter can be informed when one knows about the banks’ time window that they employ for computing moving averages of PiT parameters to obtain the TTC measure; otherwise, \(\alpha\) would require a judgmental setting and warrant sensitivity analyses in this case.

For the regulatory LGD, a downturn (DT) LGD, the following link can be considered:

\[
LGD_{t+1|t}^{\text{DT}} = \max(LGD_{t=0}^{\text{DT}}, LGD_{t+1|t}^{\text{PiT}})
\]

It is the maximum of the downturn LGD from the outset observed for a bank portfolio and the PiT LGD, which may or may not exceed the downturn LGD either at the outset or along the scenario horizon. The resulting regulatory PD path from equation (2) and the downturn LGD path from equation (3) could now be used to feed the Basel risk weight formulas.\(^{31}\)

IV. PERFECT FORESIGHT VERSUS (FEW) MULTIPLE SCENARIOS VERSUS MONTE CARLO SIMULATIONS

IFRS 9 requires the use of multiple macroeconomic scenarios, for their implied ECL estimates to be weighted by the corresponding scenario probabilities. Paragraph 5.5.17 in IASB (2014) stipulates that the ECL estimates are to reflect an “unbiased and probability-weighted amount that is determined by evaluating a range of possible outcomes.” This

---

\(^{30}\) The logit function has the form: \(\logit(x) = \ln(x/(1-x))\). The inverse logit function (Sigmoid function) has the form: \(\logit^{-1}(y) = \exp(y)/(1+\exp(y))\). As one alternative, a standard normal and inverse standard normal distribution function could be used instead. As a second alternative, an absolute change could be considered, in which case a max-min-based cap and floor at 1 and 0 should be considered around the equation. All three options generally result in similar quantitative outcomes.

implies that at least two scenarios are to be considered. The open questions are how such scenarios should be constructed and how the weights assigned to them should be set. The banking industry so far appears to adopt a rather ad hoc and judgmental approach in both respects.32

“Perfect foresight” means that only one scenario is considered, for example, an adverse scenario, which is assumed to materialize with 100 percent weight (probability). This assumption would not be compatible with the IFRS 9 requirements, hence for accounting provisioning purposes, banks are not allowed to employ such an approach. For top-down stress testing, such an approach can be considered, as institutions that conduct them are not bound by the accounting rules. The BoE and the ECB/EBA/SSM did employ the perfect foresight assumption in their recent stress tests (BoE 2017/2019, EBA 2018a/b, SSM 2019). The reliance on only one scenario implies the risk of having hand-picked a scenario that may not properly address the risks and vulnerabilities of a macro-financial system, including its financial institutions, at a current juncture. It relates to the notion of scenario uncertainty.33

There are two strategies for reaching a lifetime horizon when it is notably longer than conventional stress test horizons of two to five years. A first strategy is to develop conditional forecasts of the PiT risk parameters for a time window up to the average residual maturity of a portfolio, that is, in particular for the TM paths (Box 2). This requires assumptions for the paths of all relevant macro drivers. Second, one can employ simplifying assumptions, as depicted in Figure 10. The baseline and adverse scenario paths for the TM would be projected only up to, for example, a five-year horizon, and subsequently be assumed to remain steady under the baseline and to revert back under the adverse toward the baseline scenario, over a self-defined time horizon, for example, eight to 10 years. The end-point of the scenarios may also be set to the long-term average transition matrix (including the two default rates), in which case one would establish an anchor point in regulatory TTC parameters effectively.

Nonlinearities are conceived to matter, and the multiple scenarios requirement of IFRS 9 and CECL is meant to help account for those. The high-level guidance of IFRS 9 in this respect is not particularly concrete. Any ad hoc choice of scenarios or setting of weights would not, in our opinion, make it likely that specific nonlinearities in the relation between macro-financial variables and bank risk metrics, including expected losses, could be properly identified and captured.

32 The information provided to the authors of this paper by selected consultancy firms suggested that the majority of banks currently considers three scenarios as a standard setting, with a small, single-digit percentage of banks using four scenarios. Scenarios may be calibrated either based on banks’ in-house expertise and models (if a research department is present, for instance) or be purchased from external providers that specialize in macro-financial scenario design. Scenario weights are set in an ad-hoc rather judgmental manner, according to the feedback obtained.

33 There is a related literature on worst case search techniques in stress testing, which is beyond the scope of this paper.
To account for scenario uncertainty and to increase the likelihood that relevant nonlinearities are captured, Monte Carlo-type simulations based on integrated macro-financial stress test model suites can be useful. A simulation-based approach should account for macro-financial feedback, that is, a two-way relationship at most between real activity and credit growth metrics and allow for considering all fundamental sources of uncertainty in an econometric sense, that is, residual uncertainty, coefficient uncertainty, and model uncertainty. Scenario uncertainty in turn is a function of all three fundamental sources of uncertainty, and in addition, it is a function of the (possibly not entirely relevant) scenario shock narrative that scenario designers may choose. Box 7 presents an exemplary simulation that illustrates how a set of self-defined, hand-picked scenarios and corresponding weights may deviate from the outcome of a Monte Carlo-type simulation, in a setting in which certain nonlinearities are known to be present in the system. The suggestion is not to necessarily conduct such stochastic simulations as part of a regular tool-suite for IFRS 9-/CECL-compatible stress testing but is meant instead to highlight some conceptual questions that arise about scenario choice and weight setting.

**Figure 10. Treatment of Risk Parameters beyond an Initial Scenario Horizon under a Perfect Foresight Stress Test Mode**

Note: The figure depicts the assumptions a stress tester may employ under a baseline scenario (green) and an adverse scenario (orange), for the time window beyond an initial scenario horizon (X), along a reversion period (Z).
Box 7. Monte Carlo-based Lifetime Expected Loss Distributions Versus Self-Set Scenarios and Weights

We set up an exemplary model suite for a hypothetical Stage 2 portion of a loan portfolio of a bank or banking system. It has the following components: first, a trivariate VAR with annual frequency (1988–2018, 31 obs.), containing real GDP (natural log differences YoY, lnYoY), nominal house prices (lnYoY), and a PD for the private sector (logit levels). Figure 7.1 shows the historical data. Second, the simpler version of the two structural LGD models (Box 3, equation 1) is connected to the house price growth variable. Third, a linear repayment scheme for the S2 exposure is considered. Fourth, the lifetime loss calculation scheme (Box 4, equations 1 and 2) is connected to the system.

Figure 7.1. Historical Data Involved in VAR and Connected LT-ECL Simulator

A stochastic simulation based on the VAR and the connected model set around it is conducted. Two simulation schemes are considered: the first accounting for residual uncertainty, the second for both residual and coefficient uncertainty stemming from the VAR. We simulate 2,000 paths under both schemes for all variables in the system, including the variables from the VAR, and via the connected structural elements the LGD, the incremental and lifetime PDs, and the lifetime ECL ratio. The scenario horizon was set to 10 years, reflecting the assumption that the hypothetical underlying portfolio would have an average residual maturity of 10 years. For the LGD module, the relevant horizon is assumed to be the first three years of the 10-year time span, reflecting the assumption that the average time to sale of collateral equaled three years. The starting point LGD is set to 50 percent, and the interest rate for discounting is set at 1 percent and treated as exogenous throughout the simulation ($r$ in Box 4, equation 1).

Figure 7.2 shows the resulting distribution of the LT-ECL ratio at the outset of the horizon which is consistent with the simulated paths of all variables. The account for coefficient uncertainty on top of residual uncertainty implies an additional widening of the distribution. The mean and median LT-ECL ratio shift upward to an extent and the skewness of the distribution increases markedly.

Based on the VAR, we produce a baseline point forecast path and two impulse response-based alternative paths—one on the upside and one on the downside—by shocking GDP growth at the 10th and 90th percentile of the GDP growth VAR equation’s residuals, considering a generalized impulse response scheme (Koop et al. 1996).

---

1/ Since the assessment in this box is meant to be illustrative and for the purpose of deriving some high-level conceptual conclusions, there is no need to tell which country’s data was used. The PDs were sourced from Moody’s KMV for the non-financial corporate sector. We use them here in conjunction with the LGD module as if they were an LGD for a real estate collateralized portfolio. In practice, one would clearly not make such assumptions. It is purely for the sake of a conceptual discussion in relation to scenario weights in this box.

2/ A parametric bootstrap (assuming multivariate Normality for the three VAR equations’ residuals) is used for the simulation scheme accounting for residual uncertainty. A pseudo-data resampling method to obtain alternate coefficient vectors is considered when accounting for coefficient uncertainty, in conjunction with the residual bootstrap.

3/ An interest rate variable could be included in the VAR to endogenize the discount rate. Regardless, IFRS 9 stipulates that a contractual interest rate at the outset of the scenario horizon is to be used for discounting. Whether we would endogenize the interest rate or not would not change the conceptual conclusions that we draw later in this box.
Box 7. Monte Carlo-based Lifetime Expected Loss Distributions Versus Self-Set Scenarios and Weights (continued)

Figure 7.2. LT-ECL Distributions Accounting for Different Sources of Uncertainty

![Figure 7.2](image)

Notes: On the horizontal axis, 0.01 denotes 1 percent. The two vertical dashed lines denote the medians of the distribution under A and B.

Figure 7.3 shows the resulting paths for the variables from the VAR in the system. 

Figure 7.3. “Hand-picked” Scenario Paths: Baseline, Upside, and Downside Scenario

![Figure 7.3](image)

We translate the three scenarios into three LT-ECL ratio point forecasts and position them in the simulated LT-ECL distribution; considering now only the distribution that reflected both residual and coefficient uncertainty. Figure 7.4 shows the result.

Figure 7.4: Hand-picked Scenario-Implied LT-ECL Ratios Positioned in Simulated LT-ECL Distribution

![Figure 7.4](image)

First, we see that the baseline point forecast of the LT-ECL ratio does not equal either the mean or median of the simulated LT-ECL distribution. The baseline point estimate (0.62 percent) falls short of all mean and median estimates from both simulation types (see means and median in Figure 7.2). The mean LT-ECL under distribution B in Figure 7.2 so happens to be close to the downside scenario-implied point estimate (both at about 0.86 percent). While the up- and downside scenario-implied LT-ECL point forecasts surround the distribution’s mean, we suspect that this may not always be the case, depending on the assumed severity of the initial up- and downside scenarios as well as on the strength of the underlying nonlinearities in the data and models.
Box 7. Monte Carlo-based Lifetime Expected Loss Distributions Versus Self-Set Scenarios and Weights (continued)

A set of three weights can now be considered to obtain a weighted average of the three-point forecast path-based LT-ECL ratios; at 0.49, 0.62, and 0.86 percent for the upside, baseline, and downside scenario, respectively. Figure 7.5 illustrates that there are infinitely many weight combinations that can be picked that imply a weighted average that would match the “true” LT-ECL ratio, with the latter taken here as the median LT-ECL ratio from the simulated distribution (0.7 percent).

Figure 7.5. Spectrum of Weights on Three Hand-Picked Scenarios that Would Imply Matching the Simulation-Based “True” LT-ECL Estimate

Notes: “B” denotes the point where the weight on the baseline scenario is the maximum the last time (moving from the left end toward the right of the distribution of weights). “A” represents the average of the weights from the left end up to “B.” “C” represents the average of the weights along the entire range from the left to the right of the picture. Point “B” and the range to the left of “B” contains weight combinations that one may find useful as the baseline weight exceeds the weights on the up- and down-side scenarios. Yet, there is otherwise nothing too special about the weight sets as indicated by “A,” “B,” and “C.”

We conclude:

1. The weight choice for three (or more) hand-picked scenarios will always remain entirely ad hoc. Tying the weights to scenario probabilities, for example, related to the impulse response shock probabilities does almost surely not result in a weighted average LT-ECL ratio that comes close to a “true” LT-ECL of a portfolio. Hence, informing the weights based on such probabilities is problematic (non-sensical).

2. The LT-ECL can be obtained by considering stochastic simulations based on an integrated model suite that contains the relevant macro drivers and structural and/or econometric satellite models for deriving the LT-ECL eventually. Once a simulation scheme is considered, there is no need any longer to consider hand-picked scenarios and their corresponding (indeterminate) weights. An integrated model suite would in practice be more refined than the one presented in this box, which was on purpose simplistic and purely for the sake of a conceptual illustration.

3. LT-ECL distributions are likely markedly skewed, and accounting for all sources of uncertainty that stem from an underlying simulation apparatus, if used in practice, is warranted to not underestimate the width and skewness of the distribution. Numerous nonlinearities in an underlying model suite—reflecting relevant nonlinearities in reality—would drive such a non-normal, skewed shape of the LT-ECL distribution.

4. As long as practitioners do not employ stochastic simulation-based methodologies, but handpicked scenarios and self-set weights, the accounting regime based on the latter scheme is bound to imply a notable risk of “ad hoc-ness.”

\[4/\text{On a range whose left and right ends are specific to the numerical example as presented here.}\]
V. EXEMPLARY IFRS 9 DATA TEMPLATES

Various data need to be collected at the bank-portfolio level for a credit risk model-suite, as presented in this paper, to be operationalized. Banks’ Year 0 stock-balance sheet position need to be captured, through a template structure as exemplified in Figure 11. In addition, historical stocks of exposures in the three stages, along with the corresponding cross-stage flows, write-off flows, and new business flows, need to be collected, as exemplified in Figure 12.34 The financial asset stocks and flows are recorded here in monetary units (for example, USD, EUR), based on which the TMs with percentages can be computed by dividing time-t flows by end-of-previous period (t-1) stocks.

It is important to define the staging criteria for the cross-stage flows when considering a data collection comprising a large set of banks. One option is to instruct banks to employ their own staging criteria set and generate the exposure stocks and flows accordingly. A second option is to define a common set of criteria and instruct banks to report according to those. The first option may imply a significant burden for stress testers if the aim is to adapt the bank-specific criteria set also under a top-down stress test exercise, which might not be practical or beneficial. The value in collecting the historical transitions in line with banks’ own staging criteria is in turn questionable as well.

A practical compromise solution can lie in letting banks report exposure stocks and flows based on their own staging criteria, while a simplified common staging criteria set can be assumed under a stress test. The use of a common staging criteria set under a stress test, despite historical data reflecting banks’ own criteria, should be a reasonable approximation—and not result in major deviations between scenario-conditional stress test outcomes and how banks’ losses may behave if that scenario were to realize—the reason being that different staging criteria likely correlate strongly in practice. For example, the reference to PDs (for instance, Merton-type model-based), changes in ratings, changes in CDS, and so on all correlate to a notable extent, for related rules to suggest similar staging dynamics as well.

For a retrospective collection of staged exposure data before January 2018, regulatory exposure classification systems can be useful. Regulatory exposure classifications in numerous countries consider grouping loan exposures into categories such as performing, substandard, doubtful, and loss. While the precise criteria sets behind such classifications differ in their details across jurisdictions, they may be suitable and close enough in rationale to the relative change in risk philosophy that IFRS 9 requires for the staging process. The groups may need to be bundled, for example, for performing to correspond to Stage 1, substandard and doubtful jointly as Stage 2, and “loss” as Stage 3. In the future, the need to refer to historical regulatory exposure stock and flow data may vanish, as direct IFRS 9 accounting-based data would be accrued over time.

34 The full templates are available from the authors on request, as are the model elements presented in the earlier sections.
Figure 11. Balance Sheet Stocks as of Year 0

<table>
<thead>
<tr>
<th>Stage</th>
<th>Loans (domestic)</th>
<th>Loans (consolidated)</th>
<th>Foreign loans (domestic)</th>
<th>Foreign loans (foreign)</th>
<th>Equity</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage 1</td>
<td>Nonfinancial corporate</td>
<td>Nonfinancial corporate</td>
<td>Sovereign</td>
<td>Sovereign</td>
<td>Domestic</td>
<td>Foreign</td>
</tr>
<tr>
<td></td>
<td>of which SME</td>
<td>of which SME</td>
<td>Financial corporate</td>
<td>Financial corporate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Financial corporate</td>
<td>Financial corporate</td>
<td>Household mortgages</td>
<td>Household mortgages</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consumer credit and other retail loans</td>
<td>Consumer credit and other retail loans</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sovereign</td>
<td>Sovereign</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stage 2</td>
<td>Nonfinancial corporate</td>
<td>Nonfinancial corporate</td>
<td>Sovereign</td>
<td>Sovereign</td>
<td>Domestic</td>
<td>Foreign</td>
</tr>
<tr>
<td></td>
<td>of which SME</td>
<td>of which SME</td>
<td>Financial corporate</td>
<td>Financial corporate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Financial corporate</td>
<td>Financial corporate</td>
<td>Household mortgages</td>
<td>Household mortgages</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consumer credit and other retail loans</td>
<td>Consumer credit and other retail loans</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sovereign</td>
<td>Sovereign</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stage 3</td>
<td>Nonfinancial corporate</td>
<td>Nonfinancial corporate</td>
<td>Sovereign</td>
<td>Sovereign</td>
<td>Domestic</td>
<td>Foreign</td>
</tr>
<tr>
<td></td>
<td>of which SME</td>
<td>of which SME</td>
<td>Financial corporate</td>
<td>Financial corporate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Financial corporate</td>
<td>Financial corporate</td>
<td>Household mortgages</td>
<td>Household mortgages</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consumer credit and other retail loans</td>
<td>Consumer credit and other retail loans</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sovereign</td>
<td>Sovereign</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PVLO</td>
<td>Nonfinancial corporate</td>
<td>Nonfinancial corporate</td>
<td>Sovereign</td>
<td>Sovereign</td>
<td>Domestic</td>
<td>Foreign</td>
</tr>
<tr>
<td></td>
<td>of which SME</td>
<td>of which SME</td>
<td>Financial corporate</td>
<td>Financial corporate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Financial corporate</td>
<td>Financial corporate</td>
<td>Household mortgages</td>
<td>Household mortgages</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consumer credit and other retail loans</td>
<td>Consumer credit and other retail loans</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sovereign</td>
<td>Sovereign</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PVFI</td>
<td>Nonfinancial corporate</td>
<td>Nonfinancial corporate</td>
<td>Sovereign</td>
<td>Sovereign</td>
<td>Domestic</td>
<td>Foreign</td>
</tr>
<tr>
<td></td>
<td>of which SME</td>
<td>of which SME</td>
<td>Financial corporate</td>
<td>Financial corporate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Financial corporate</td>
<td>Financial corporate</td>
<td>Household mortgages</td>
<td>Household mortgages</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consumer credit and other retail loans</td>
<td>Consumer credit and other retail loans</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sovereign</td>
<td>Sovereign</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FXL</td>
<td>Nonfinancial corporate bonds</td>
<td>Nonfinancial corporate bonds</td>
<td>Sovereign</td>
<td>Sovereign</td>
<td>Domestic</td>
<td>Foreign</td>
</tr>
<tr>
<td></td>
<td>Financial corporate bonds</td>
<td>Financial corporate bonds</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: BS abbreviates ‘balance sheet’.
VI. CONCLUSIONS

The first aim of this paper was to present an overview of what ECL implies from a macro-financial system and economics perspective. The “economics of ECL” discussion referred and drew parallels to the literature, both academic and policy-oriented, about heterogeneity in provisioning models, assumptions and limited comparability across banks, procyclicality of accounting regimes, and the lack of incentives for banks to measure risk appropriately in competitive market economies.

The second aim of the paper was to present an integrated tool suite that may form the starting point for analytical, top-down IFRS 9- and CECL-compatible solvency analyses. This tool suite can be employed for solvency stress test purposes for banks and is meant to serve as an example for top-down macro and macroprudential stress test-oriented institutions, including supervisory bodies, central banks, and other international organizations. The aim was to bring a series of relevant formulae and model elements related to transition matrix modeling, lifetime PD modeling, two variants of a structural LGD model for real estate collateralized portfolios, and a link to risk-weighted assets and capital calculations.

IMF FSAPs in 2019 and 2020 applied the several model options presented in this paper. The Canada 2019 FSAP stress test results show that in the adverse scenario, and when compared to the baseline, credit impairments increase significantly under IFRS 9. Accounting impairment charges in the adverse scenario would exceed regulatory provisions for most banks, which further underpins the importance of considering the accounting layer in the stress testing exercise. The France 2019 FSAP found that data availability is scarce and may lead to a wide range of estimated losses. Uncertainty is driven by assumptions about loan portfolio growth and differences in loan write-off policies in a sample of banks. For the 2019/20 Korea FSAP (IMF 2020b), long historical transition matrix data were available at the individual bank-portfolio level; they were derived from the stocks and flows of exposures.
under the regulatory risk classification which was mapped into the IFRS 9 accounting stages. This implied that a robust model approach involving elements of the Z-factor methodology could be employed the first time.

**It is important for oversight institutions to retain their own, independent models, both in terms of stress test modeling in general and for ECL modeling specifically.** An independent assessment regarding scenario design and stress testing is warranted due to the inherent incentives for financial institutions to underestimate risk, which banks may be able to exploit due to the principles-based nature of the accounting framework. The differences between institutional and bank-internal stress testing approaches could be significant. Understanding the drivers of such differences can be a challenging task, given the complexity of the model suites, the difference in the aggregation level and perimeter, and the discrepancies in prevailing assumptions underpinning either type of stress tests. A significant body of literature confirms such distorted incentives on the side of banks, which we have referenced in the paper.
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