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Abstract

Anchoring of inflation expectations is of paramount importance for central banks’ ability to deliver stable inflation and minimize price dispersion. Relying on daily interest rates and inflation forecasts from major financial institutions in the United States, we calculate monetary policy surprises of individual analysts as the unexpected changes in the federal funds rate before the meetings of the Federal Reserve Board. We then assess the effect of monetary policy surprises on the dispersion of inflation expectations, a proxy for the extent of anchoring, which is based on the same analysts’ inflation projections submitted after the Fed meetings. With an identification strategy that hinges on a tight window around the Fed meetings, we find that monetary policy surprises lead to an increase in the dispersion of inflation expectations up to nine months after the policy meeting. We rationalize these results with a partial equilibrium model that features rational expectations and sticky information. When we allow the degree of information rigidity to depend on the realization of firm-specific shocks, the theoretical results are qualitatively consistent and quantitatively close to the empirical evidence.
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1 Introduction

Anchoring of inflation expectations is considered to have played a key role in reducing the persistence of inflation and its sensitivity to fluctuations in activity and other factors (Bernanke, 2007; Mishkin, 2007). For instance, real shocks have a less persistent effect on inflation dynamics and the exchange rate pass-through is lower when expectations are better-anchored (Fuhrer, 2010; Bems et al., 2018; Carrière-Swallow et al., 2020). In addition, anchoring affects the transmission of monetary policy, with an expansionary stance potentially boosting activity and lowering inflation when expectations are poorly coordinated (Hoffmann and Hürtgen, 2016). Disagreement among inflation forecasters may also lead to an inefficient dispersion in actual prices, even if inflation is stable at low levels.\(^1\) While several studies explored the drivers of inflation forecast disagreement (Mankiw et al., 2003; Dovern et al., 2012), there is still limited understanding on how monetary policy actions affect inflation expectation dispersion. This paper aims at filling this void.

We first estimate empirically the causal effect of monetary policy surprises in the United States on the dispersion of inflation expectations among individual forecasters. Relying on daily data at the analyst level from major financial institutions, we compute monetary policy surprises of individual analysts as the unexpected changes of the federal funds rate with respect to the forecasts produced in a short window of time prior to the Fed meetings.\(^2\) We document that surprises concentrated in the run-up to the global financial crisis, the crisis itself, and post-2015—which is when agents expected an acceleration in the normalization of monetary policy that turned out to be slower. We then assess the impact of these monetary policy surprises on the dispersion of inflation expectations for different horizons, which is based on the same analysts’ inflation projections produced right after the Fed meetings (i.e., the moment in which they get surprised).

With an identification strategy that hinges on a tight window around the Fed meetings, we find evidence of a temporary de-anchoring of inflation expectations. That is, surprises in federal funds rate decisions lead to a significant increase in the dispersion of inflation expectations for horizons up to nine months after the policy rate decision is taken. The effect of monetary surprises on dispersion of inflation expectations at longer horizons is not statically significant.

Then, to rationalize the empirical results, we propose a partial equilibrium rational expectations model with sticky information, in the spirit of Mankiw and Reis (2002). We contend that information rigidity is essential to explain the empirical patterns. To make our point, we show that the predictions of a model with full information are not consistent quantitatively nor qualitatively with the observed dispersion of inflation expectations in response to monetary policy surprises. Instead, introducing sticky information is key to generate results that are qualitatively in line with our empirical findings. We finally extend the model to allow the degree of information rigidity to depend on the realization of firm-specific shocks (rather than aggregate ones), and conclude that the theoretical results are qualitatively consistent and quantitatively close to the empirical ones.

From a policy perspective, our results show that there is room to further refine the communication strategy of monetary policy. Specifically, improvements in the Fed’s communication aimed at managing

---

\(^1\)The literature identifies the low dispersion of individual inflation forecasts as a key feature of inflation expectations in economies that feature a strong nominal anchor (Kumar et al., 2015).

\(^2\)Monetary policy in the United States does not exclusively rely on the federal funds rate. Other tools include open market operations targeting longer maturities (often used at the zero lower bound), reserve requirements, and interest on reserves. Moreover, Gürcaynak et al. (2005), Gertler and Karadi (2015), and Nakamura and Steinsson (2018) point out that forward guidance has become an increasingly important tool in the last 15 years to influence rates at longer maturities. In what follows, we limit the analysis to the federal funds rate, which is the variable for which we have individual analysts’ forecasts.
inflation expectations would reduce information rigidity and minimize surprises, which in turn would lead to less dispersion across analysts. Or, put differently, the Fed could play a stronger coordinating role via its monetary policy decisions when they are accompanied by clear and effective communication. This would allow to maintain inflation expectations better anchored even at shorter horizons, which is when the credit channel is less effective.

**Literature**  Our paper primarily relates to the literature examining the disagreement across forecasters about future inflation and its drivers. In an early contribution, Mankiw et al. (2003) analyze several surveys for the United States and document a substantial dispersion in inflation expectations. They find that disagreement is larger among consumers than among experts, even though the time-series patterns are similar; and that it increases when inflation is high, when inflation moves a lot, and during recessions. They also find that the sticky information model of Mankiw and Reis (2002) is capable of replicating several features about the dispersion of inflation expectations. Patton and Timmermann (2010) focus on the term-structure of disagreement among forecasters in the United States and argue that heterogeneity in priors or models, rather than on information signals, are more important for explaining the dispersion in expectations. Using the ECB Survey of Professional Forecasters, Andrade and Le Bihan (2013) show that forecasters fail to systematically update their forecasts and disagree when updating. They argue that Mankiw and Reis (2002) and Sims (2003) models of sticky and noisy information are qualitatively consistent with the empirical findings but cannot quantitatively replicate the error and disagreement observed in the data. We contribute to this strand of literature by documenting a novel fact about inflation expectation disagreement, that it increases in response to policy rate shocks, and by showing that this fact can be rationalized within a sticky information framework.

Our paper is also close to the literature that identifies monetary policy shocks with high-frequency data (Gertler and Karadi, 2015; Nakamura and Steinsson, 2018; Jarociński and Karadi, 2020) and their effects on public expectations (Del Negro and Eusepi, 2011; Coibion and Gorodnichenko, 2012; Melosi, 2017). Differently from these studies, we identify (policy rate) shocks at the analyst level—rather than for the market—relying on high frequency data.

Finally, our analysis is related to the literature that explores the relationship between monetary policy and forecast disagreement. Dovern et al. (2012) document that inflation forecast disagreement is related to the degree of independence of the monetary authority. Gürkaynak et al. (2010), Capistrán and Ramos-Francia (2010), and Beechey et al. (2011) explore whether adopting an inflation targeting regime has an effect on the level or the dispersion of inflation expectations. Brito et al. (2018) complement this analysis by exploring the role of the transparency of the monetary framework (beyond the adoption of inflation targeting) on forecast disagreement. We contribute to this literature by exploring the effect that monetary policy actions, rather than features of the monetary framework, have on forecast disagreement among agents.

The rest of the paper is organized as follows. Section 2 presents the data and documents the construction of the measures of monetary policy surprises and inflation expectation dispersion. Section 3 introduces the identification strategy based on the tight window around the Fed meetings and presents the empirical results. Section 4 proposes a theoretical model based on sticky information and goes over alternative characterizations of the inflation expectation formation mechanisms. Section 5 concludes.
2 Data

Our data consists of daily inflation and federal funds rate forecasts for the United States at the analyst level between November 18, 2002 and December 18, 2018 obtained from Bloomberg. The dataset includes forecasts of 496 analysts from major financial institutions worldwide on inflation and the federal funds rate, submitted at irregular intervals (so the panel is unbalanced).3

The timeline of the inflation and federal funds rate forecasts is a key feature of our dataset, which we use to identify the impact of monetary policy surprises on inflation dispersion. Figure 1 illustrates this timeline. Each analyst can submit a forecast for the federal funds rate, $p_{t-1+\gamma|t-1}$, for period $t-1+\gamma$ at any time during $[t-1, t-1+\gamma)$. Then, the analyst observes the federal funds rate decision $p_{t-1+\gamma|t-1+\gamma}$, which takes place and is announced in correspondence of the policy meeting at $t-1+\gamma$. Subsequently, the same analyst prepares the inflation forecast $\pi_{t+h|t}$ during $(t-1+\gamma, t]$—that is, after the federal funds rate announcement—for horizon $t+h$ with $h = \{-\epsilon, 3, 6, 9, 12\}$.4 Finally, actual inflation for period $t+h$, $\pi_{t+h|t+h+\theta}$ is released at $t+h+\theta$.

It should be noted that for inflation, in the case of horizon $t-\epsilon$, the analyst actually submits a backcast for the month that just went by. For all other horizons, $h = \{3, 6, 9, 12\}$, the analyst submits a forecast for a future period. In all cases, the inflation release takes place within 15 days after the end of the month for which the forecast is made. Importantly, analysts have the chance to revise and re-submit their estimates at any time.

Figure 1: Timeline of Forecasts and Data Releases

2.1 Monetary Policy Surprises

The first step to assess the impact of surprises about central bank decisions on the dispersion of inflation expectations is to construct a variable capturing surprises at the individual's level. These surprises are computed as the absolute value of the deviation of the individuals' expected federal funds rate from the actual rate announced at the time of the central bank meeting:5

$$s_{t,t-1+\gamma|t-1} = \left| p_{t,t-1+\gamma|t-1} - p_{t-1+\gamma|t-1+\gamma} \right|$$

---

3In the United States, the Federal Open Market Committee must meet at least four times each year in Washington, D.C. Since 1981, eight regularly scheduled meetings have been held each year at intervals of five to eight weeks. Submission for which the name of the analyst is not reported are dropped from the sample.

4While it would be interesting to consider longer horizons, analysts are asked to submit inflation forecasts up to one year ahead.

5The surprise is computed in absolute value as the question of interest is whether monetary surprises—regardless of whether they are positive or negative—lead to an increase in the extent of dispersion of analysts’ forecasts.
where we set the pre-meeting window (i.e., time span between the moment in which the analyst submits her latest forecast, \( t - 1 \), and the federal funds rate announcement day, \( t - 1 + \gamma \)) to a maximum of 45 days. This time window broadly corresponds to the number of days between federal funds rate announcements.

The assumption underlying the construction of the variable is that all information that is available to the analyst at the beginning of the 45-day window is already incorporated in the analyst’s forecast and does not show up as spurious variation in the shock variable. Of course, new information (e.g., new events or data releases) can come in during these 45 days, making the analyst’s forecast outdated and our shock identification invalid. However, this would happen only if the analyst does not re-submit her forecast—which she can do at any time—or to the extent that this new information is systematically correlated with the forecast or the federal funds rate decision, thereby resulting in a correlation with the surprise variable. While the time windows is set to 45 days, on average analysts submit their (latest) forecast for the federal funds rate only 9 days before the meeting.

Figure 2 shows the monthly average of our surprise variable. Average surprises were quite frequent, albeit small, between 2002 and 2007 but they became larger in the period leading up to the global financial crisis. Since then, the need for accommodative monetary conditions and the proximity to the zero lower bound made the Fed’s decisions on the federal funds rate more predictable. Since 2015 average surprises increased again as agents began to expect an acceleration in the normalization of monetary policy in the United States, which only started later and slower than expected.

**Figure 2: Monetary Policy Surprises**

(Percentage points)

Source: Bloomberg and authors’ calculations.

Notes: The line denotes the monthly average of the federal funds rate surprises across analysts.

### 2.2 Dispersion of Inflation Expectations

The next step is to construct a measure of inflation expectation dispersion. We do it by taking the absolute value of the deviation of the individual’s inflation forecast from the average forecast across all other analysts:

\[
d_{\pi_{i,t+h|t}} = \left| \pi_{i,t+h|t} - \frac{1}{N-1} \left( \sum_{i=1}^{N} \pi_{i,t+h|t} - \pi_{i,t+h|t} \right) \right|
\]  

(2)
where we set the post-meeting window (i.e., the time span between the federal funds rate announcement, \(t - 1 + \gamma\), and the moment in which analyst \(i\) submits the inflation forecast, \(t\)) to a maximum of 30 days. Similar to surprises, we take the absolute value since positive and negative deviations occurring at the same time cancel out.

Panel (a) of Figure 3 presents the cumulative distribution of inflation expectation dispersion for the United States at different horizons. Unsurprisingly, the shorter the horizon the higher is the frequency around zero, indicating that uncertainty about the inflation outcome is larger when the release is further into the future. As an example, the standard deviation of inflation expectation dispersion for the month that just finished (i.e., \(h = -\epsilon\)) is 27 basis points. For the farthest horizon (i.e., \(h = 12\) months), the standard deviation almost doubles at 50 basis points.\(^6\)

Figure 3: Cumulative Distribution of Inflation Expectation Dispersion at Different Horizons
(Percentage points)

Figure 4 displays the inflation expectation dispersion over time for all horizons. In particular, we plot the cross-country median aggregated at the monthly frequency, which hovers between 0 and 0.5 percentage points for most of the sample across all horizons, albeit it tends to be larger for the farther horizons. For instance, the average of the median inflation expectation dispersion over time is 0.17 percentage points for \(h = -\epsilon\) and it grows to 0.35 percentage points for \(h = 12\). However, the dispersion spikes around the global financial crisis (2008–09) and at the time of the taper tantrum announcement (May 2013); large movements are also present at the beginning of the sample but are less common across horizons. The interquartile range around the median is wider for larger horizons, confirming the evidence of Figure 3, and is wider around peaks of median inflation expectation dispersion.

At first sight, large variability in the dispersion of inflation expectations and in monetary policy surprises

---

\(^6\)The sample of analysts is not the same across horizons. As a result, the number of observations varies between 3,981 at \(h = -\epsilon\) and 5,594 at \(h = 12\). Reducing the sample to only those analysts that submitted inflation forecasts for all horizons does not affect the descriptive statistics.
tend to coincide. Taking advantage of the timing of the inflation forecast submission, we now turn to assessing
the causal effect of monetary surprises on inflation dispersion.

Figure 4: Inflation Expectations Dispersion at Different Horizons
(Percentage points)

(a) Past

(b) 3 months ahead

(c) 6 months ahead

(d) 9 months ahead

(e) 12 months ahead

Source: Bloomberg and authors’ calculations.
Notes: The lines denote the monthly average of the median inflation dispersion across analysts, and the shaded areas denote
interquartile ranges.
\section{Empirical Analysis}

To assess the impact of analysts’ surprises about policy rate decisions, $s_{i,t-1+\gamma|t-1}$, on inflation expectation dispersion, $d_{i,t+h|t}$, we estimate the following panel regression:

$$d_{i,t+h|t} = \beta s_{i,t-1+\gamma|t-1} + \phi_i + \mu_{i,t+h}$$

where $\phi_i$ denotes the analyst fixed effects, which capture any systematic bias in each analyst’s forecasts; and $\mu_{i,t+h}$ is an i.i.d. error term. The surprise variable is lagged by one period so that, even in the case in which inflation expectation dispersion is calculated at $h = -\epsilon$, the surprise always precedes the inflation forecast.

The identification strategy is based on the tight window around the Fed meetings. First, we make sure that the post-meeting window—the time between the moment in which analysts get surprised by the interest rate decision, $t-1+\gamma$, and the moment in which they submit their inflation forecasts, $t$—is narrow. A sufficiently short time interval between these two events reduces the probability that other confounding factors (potentially correlated with the surprises or the inflation expectation dispersion) bias the estimates of the impact of monetary surprises on the dispersion of inflation expectations. Unfortunately, in some cases analysts do not update their inflation projections for a long period after a policy decision has been announced. Thus, as discussed in Section 2, we take advantage of the richness of our dataset and purge from the sample those observations for which the pre-meeting window is longer than 30 days—a relatively short time span that reduces the likelihood of other events conditioning the analysts’ forecasts. In the resulting sample, analysts submit their inflation forecasts, on average, 16 days after the federal funds rate announcement. Moreover, in a series of robustness tests, we reduce shorten the post-meeting window in subsequent steps to 25, 20, 15, and 10 days, which improves the identification but inevitably reduce the number of observations.

Second, we allow for a narrow pre-meeting window—the time between the analyst’s submission of her policy rate forecast and the Fed announcement. The concern is that analysts could become aware of new information after they submit the forecast for the federal funds rate. If analysts do not re-submit their interest rate forecasts and the new information is correlated with the surprise variable, the estimates of the effect of monetary policy surprises on inflation expectations’ dispersion would be biased (Nakamura and Steinsson, 2018). To alleviate this concern, we construct alternative surprise variables, setting a lower ceiling on the number of days between the submission of the analyst’s interest rate forecast and the federal funds rate announcement day to 30, 20, 10, and 5 days. Using narrower pre-meeting windows reduces the chances for other factors to bias our estimates—but, again, at a cost of reducing number of observations. \footnote{Narrowing the pre-meeting window also allows to isolate those analysts that are relatively more “active” in submitting forecasts. In other words, a tighter window before the announcement day excludes those analysts that likely incur fixed costs to acquire and process new information and, as a result, refrain from revising and re-submitting their forecast. Yet, there still exists the possibility that analysts incur such fixed costs and, due to those, opt to submit their forecasts only a few days before the federal funds rate announcement.}

To test the robustness of our results, we estimate the specification in equation (3) with all possible combinations of pre- and post-meeting windows’ length. As shown in Table 1, when the narrowest pre- and post-meeting windows are used—5 and 10 days, respectively)—the average time spans between submitting the federal funds rate forecast and the announcement day, and between the announcement day and submitting the inflation forecast, are only 2.5 and 5.9 days, respectively.

A few other aspects of the specification in equation (3) deserve some discussion. We refrain from including time fixed effects in the specification. In fact, all common events that affect all the forecasters at the same
Table 1: Descriptive Statistics of Time Windows
(Percentage points)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-meeting window, holding post-meeting window &lt; 30 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45-day window</td>
<td>2,210</td>
<td>9.1</td>
<td>8.2</td>
<td>0</td>
<td>43</td>
</tr>
<tr>
<td>30-day window</td>
<td>2,105</td>
<td>7.6</td>
<td>5.4</td>
<td>0</td>
<td>29</td>
</tr>
<tr>
<td>20-day window</td>
<td>1,893</td>
<td>6.3</td>
<td>3.3</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>10-day window</td>
<td>1,642</td>
<td>5.2</td>
<td>1.8</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>5-day window</td>
<td>318</td>
<td>2.5</td>
<td>1.3</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Post-meeting window, holding pre-meeting window &lt; 45 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-day window</td>
<td>2,210</td>
<td>15.6</td>
<td>7.4</td>
<td>0</td>
<td>29</td>
</tr>
<tr>
<td>25-day window</td>
<td>2,035</td>
<td>14.6</td>
<td>6.8</td>
<td>0</td>
<td>24</td>
</tr>
<tr>
<td>20-day window</td>
<td>1,446</td>
<td>11.4</td>
<td>5.4</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>15-day window</td>
<td>782</td>
<td>7.2</td>
<td>3.8</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>10-day window</td>
<td>657</td>
<td>5.9</td>
<td>3.1</td>
<td>0</td>
<td>9</td>
</tr>
</tbody>
</table>

Source: Bloomberg and authors’ calculations.

time should be already contemplated when the federal funds rate forecast is submitted. To the extent that this happens, the shock variable is likely to be highly correlated across analysts and including time fixed effects would absorb that variation biasing the coefficient on the shock variable.

Also, it should be noted that the estimation of the effect on inflation expectation dispersion at horizon \( h = -\epsilon \) reveals something different compared to the estimations using inflation expectation dispersion at horizons \( h = \{3, 6, 9, 12\} \). When assessing the impact of the surprise on inflation expectation dispersion at a future horizon, an analyst necessarily needs to form a view about future policy actions. In contrast, there is no uncertainty about policy actions for the past, as these have already been observed.\(^8\) Thus, the coefficient on the shock would capture whether the analysts’ disagreement changes with respect to the yet-unpublished inflation over the preceding month. We argue that using horizon \( h = -\epsilon \) allows isolating the effect of “revealed information” through the Fed actions as—in response to a surprise about the federal funds rate—analysts may think that the central bank had some information that they could not take into account or had not given the right weight.\(^9\)

3.1 The Response of Inflation Expectation Dispersion to Monetary Policy Surprises

Table 2 reports the baseline results of the impact of a 100-basis point surprise in the federal funds rate on inflation expectation dispersion. Each column corresponds to a different horizon, starting with the month that already finished \(( h = -\epsilon )\) in column (1), up to the dispersion for the one-year ahead forecasts \(( h = 12 )\) in column (5). As already noted, the number of observations decreases as the horizon lengthens. To visualize the impact of surprises in the federal funds rate decision on the term structure of the dispersion of inflation expectations, we also plot the coefficient magnitudes along with their confidence intervals in Figure 5.

The results in column (1) indicate that a 100-basis point surprise in the federal funds rate leads, on average, to an increase of 96 basis points in the dispersion of inflation expectations for the month that just went by. Since horizon \( h = -\epsilon \) is backward looking (i.e., refers to a month that already finished), the change

---

\(^8\)Uncertainty remains about the effects of policy actions.

\(^9\)Nakamura and Steinsson (2018) refer to this revealed information as “Fed informational effects”.

---
in dispersion does not reflect revised views on future actions by the Fed. In this sense, the estimate for such horizon allows us to isolate the effect of the information that is revealed by the central bank’s action (or inaction) on inflation expectation disagreement. Our results suggest that the information conveyed in the policy surprise leads some agents to revise their estimates in a way that leads to a less-coordinated view.

Columns (2) to (5) report the effect of federal funds rate surprises on the dispersion of inflation expectations at the three-, six-, nine-, and 12-month ahead horizons. Since all these horizons are forward looking, changes in analysts’ inflation forecasts may reflect the effect of the information that is revealed by the central bank’s decision as well as their revised views about future actions by the Fed. The results in columns (2) to (4) indicate that the effect of monetary surprises on the dispersion of inflation forecasts is still positive and significant up to nine months after the Fed announcement. The effect, however, tends to die out over farther horizons. While the effect of policy surprises one year after the Fed announcement is still positive, it is not statistically different from zero, as shown in column (5).

We then test whether our results hold to excluding different events covered by the sample period. In particular, we alternatively drop the period of the Global Financial Crisis (July 2008–December 2009), the entire span over which the Fed hit the zero lower bound (January 2010–December 2014), and the period featuring the largest surprises associated to the monetary policy normalization. As shown in Table 2, the exclusion of these events does not seem to affect our findings. The results are in fact comparable to the ones of the baseline estimations. If anything, the significance of the estimates is somewhat weaker when the period of the Global Financial Crisis is dropped, reflecting the fact that the largest shock get excluded from the sample.

In sum, our results indicate that monetary policy surprises lead to an increase in analysts’ disagreement about inflation prospects over the next nine months—a horizon shorter than the lag with which monetary policy is believed to affect prices—but have no effect on disagreement at longer horizons.\(^{10}\) Moreover, the effect is stronger for the backward-looking horizon, that we interpret as the informational effect from the central bank’s decision.

3.2 Narrower Time Windows

Our identification strategy is based on the assumption that all relevant information that the analysts receive before the Fed’s meeting is reflected in their latest forecast re-submission. Yet, one concern with this strategy is that analysts may incur fixed costs and decide not to re-submit despite receiving relevant information. In that case, the difference between the Fed’s decision and the projection that the analyst had reported does not capture the extent of surprise in the policy decision. Similarly, the change in inflation forecast between the pre- and post-meeting submissions cannot be entirely attributed to the surprise. This would invalidate the identifying assumption and could bias our estimates.

A second concern that analysts do not submit their revised inflation projection immediately after the Fed’s meeting. In our baseline setup, we use submissions up to 30 days following the meeting to assess their revised inflation forecasts. But as the lag between the Fed’s meeting and the analyst re-submission increases, the revised forecast may reflect not only the effect of the Fed’s action but also other developments that happened in-between.

\(^{10}\)Romer and Romer (2004) and Gertler and Karadi (2015) are two heavily cited papers presenting impulse responses of monetary policy shocks on prices. Both papers show that it takes about two years for monetary policy to affect prices. Ramey (2016), however, shows that the estimates vary considerably when the technique and sample, among others, change.
Table 2: Effects of Federal Funds Rate Surprises on Inflation Expectation Dispersion  
(Percentage points)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Past</td>
<td>3 months ahead</td>
<td>6 months ahead</td>
<td>9 months ahead</td>
<td>12 months ahead</td>
</tr>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surprises in Fed decision</td>
<td>0.965***</td>
<td>0.536**</td>
<td>0.688***</td>
<td>0.611**</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td>(0.126)</td>
<td>(0.223)</td>
<td>(0.242)</td>
<td>(0.264)</td>
<td>(0.221)</td>
</tr>
<tr>
<td>Observations</td>
<td>2.263</td>
<td>1.390</td>
<td>1.356</td>
<td>1.294</td>
<td>1.175</td>
</tr>
<tr>
<td>Analysts</td>
<td>127</td>
<td>62</td>
<td>61</td>
<td>60</td>
<td>58</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.061</td>
<td>0.008</td>
<td>0.011</td>
<td>0.008</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Excluding the Global Financial Crisis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surprises in Fed decision</td>
<td>1.046***</td>
<td>0.576</td>
<td>0.863**</td>
<td>0.869*</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>(0.174)</td>
<td>(0.369)</td>
<td>(0.431)</td>
<td>(0.506)</td>
<td>(0.361)</td>
</tr>
<tr>
<td>Observations</td>
<td>2.166</td>
<td>1.338</td>
<td>1.304</td>
<td>1.245</td>
<td>1.130</td>
</tr>
<tr>
<td>Analysts</td>
<td>125</td>
<td>62</td>
<td>61</td>
<td>60</td>
<td>58</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.057</td>
<td>0.006</td>
<td>0.010</td>
<td>0.011</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Excluding zero lower bound period</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surprises in Fed decision</td>
<td>0.946***</td>
<td>0.488**</td>
<td>0.648**</td>
<td>0.620**</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>(0.123)</td>
<td>(0.236)</td>
<td>(0.274)</td>
<td>(0.249)</td>
<td>(0.226)</td>
</tr>
<tr>
<td>Observations</td>
<td>1.538</td>
<td>1.005</td>
<td>972</td>
<td>916</td>
<td>817</td>
</tr>
<tr>
<td>Analysts</td>
<td>118</td>
<td>58</td>
<td>58</td>
<td>56</td>
<td>54</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.070</td>
<td>0.008</td>
<td>0.012</td>
<td>0.012</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Excluding monetary policy normalization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surprises in Fed decision</td>
<td>1.159***</td>
<td>0.790***</td>
<td>0.750***</td>
<td>1.048***</td>
<td>0.377</td>
</tr>
<tr>
<td></td>
<td>(0.164)</td>
<td>(0.267)</td>
<td>(0.278)</td>
<td>(0.343)</td>
<td>(0.263)</td>
</tr>
<tr>
<td>Observations</td>
<td>2.008</td>
<td>1.208</td>
<td>1.183</td>
<td>1.117</td>
<td>1.008</td>
</tr>
<tr>
<td>Analysts</td>
<td>124</td>
<td>61</td>
<td>60</td>
<td>59</td>
<td>57</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.073</td>
<td>0.014</td>
<td>0.012</td>
<td>0.020</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations.  
Notes: All regressions include analyst fixed effects. Heteroskedasticity and autocorrelation consistent standard errors in parentheses. *** $p<0.01$, ** $p<0.05$, * $p<0.1$.  
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To address these concern, we sequentially reduce the time windows around the policy meetings over which we retrieve the analysts forecasts. We reduce both the pre-meeting window (from a maximum of 45 days to a maximum of 5 days) and the post-meeting window (from a maximum of 30 days to a maximum of 10 days). This set of robustness exercises inevitably reduces the number of observations. Figure 6 reports the magnitude of the coefficient along with the confidence interval for all possible combinations of time windows used to compute the policy rate surprises and the dispersion of inflation expectations.

The results show that our earlier finding for the backward-looking horizon is robust to the size of the windows. That is, the point estimate is always statistically significant for $h = N - \epsilon$, ranging between 48 and 110 basis points. The estimates for horizons $h = 3$ and $h = 6$ remain positive and significant for most estimations, or indistinguishable from zero. Finally, the effect of policy surprises on the dispersion of inflation forecasts at horizons $h = 9$ and $h = 12$ turn negative and statistically significant when the pre-meeting window is shrunk to five days and the post-meeting window is reduced to 15 or 10 days. In sum, monetary policy surprises generally lead to more dispersion in inflation expectations at short horizons and have no effect or reduce dispersion over longer horizons.

In an additional robustness exercise, we hold the maximum of the dispersion at a maximum of 30 days and reduce the surprise window further by replacing the surprise measure in equation (3) with the “federal funds rate shocks” constructed in Nakamura and Steinsson (2018). The latter consists of unexpected changes in interest rates in a 30-minute window surrounding the federal funds rate announcements in the United States. Such a small time window ensures that the role played by confounding factors is critically minimized or non-existent. It also has the advantage of not being limited to changes in the federal funds rate, but incorporating information about the future path of interest rates in response to Fed announcements. For the purposes of estimating analyst-level regressions, however, such a variable is less satisfactory because it is constructed from data on futures and therefore lacks cross-sectional variation. In other words, by using it, we are imposing the same surprise across all analysts.
Figure 6: Alternative Pre- and Post-Meeting Windows  
(Percentage points)

(a) Pre-meeting window: 45 days  
(b) Pre-meeting window: 30 days

(c) Pre-meeting window: 20 days  
(d) Pre-meeting window: 10 days

(e) Pre-meeting window: 5 days

Source: Bloomberg and authors’ calculations.  
Notes: Each panel reports the results based on alternative pre-meeting windows for the monetary policy surprise calculation.  
Square, (circle), [triangle], rhombus, and /cross/ markers denote point estimates for the post-meeting window of 30, (25), [20], 15, and /10/ days over different horizons, and the vertical lines denote the 90 percent confidence intervals constructed with standard errors clustered at the analyst level. The x-axis denotes the forecast horizon in months, where “past” corresponds to the month that just went by.
We find a strong positive and significant effect of the federal funds rate shocks on inflation expectation dispersion. The results in the top panel of Table 3 indicate that a 100-basis point shock in the federal funds rate leads to a 157 basis points increase in inflation expectation dispersion for the month that just finished ($h = -\epsilon$). This effect becomes even larger at longer horizons and remains statistically significant, with the largest impact registered for horizon $h = 9$, at 220 basis points.

We then replace the federal funds rate shocks with the “policy news shocks”, also from Nakamura and Steinsson (2018). These correspond to the first principal component of the unanticipated changes in the Fed funds rate immediately following the FOMC meeting, the expected Fed funds rate immediately following the next FOMC meeting, and expected three-month eurodollar interest rates at horizons of two, three, and four quarters. The results in the bottom panel Table 3 report somewhat larger estimates compared to the ones associated to the “federal funds rate shocks”—possibly reflecting the impact of forward guidance—with the exceptions of $h = -\epsilon$, where the effect is smaller by 24 basis points, and $h = 12$, where the effect is not statistically distinguishable from zero. While these exercises use aggregate instead of analyst-specific surprises, the results provide reassuring evidence of the robustness of our baseline findings.

Table 3: Effects of High-Frequency Monetary Policy Shocks on Inflation Expectation Dispersion
(Percentage points)

<table>
<thead>
<tr>
<th></th>
<th>(1) Past 3 months ahead</th>
<th>(2) 6 months ahead</th>
<th>(3) 9 months ahead</th>
<th>(4) 12 months ahead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Federal funds rate shock</td>
<td>1.567*** (0.250)</td>
<td>1.994*** (0.605)</td>
<td>2.201*** (0.766)</td>
<td>2.524*** (0.719)</td>
</tr>
<tr>
<td>Observations</td>
<td>2.088</td>
<td>1.308</td>
<td>1.278</td>
<td>1.223</td>
</tr>
<tr>
<td>Analysts</td>
<td>106</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.024</td>
<td>0.010</td>
<td>0.011</td>
<td>0.011</td>
</tr>
<tr>
<td>Policy news shock</td>
<td>1.335*** (0.253)</td>
<td>2.258* (1.148)</td>
<td>2.578*** (0.790)</td>
<td>3.148*** (1.140)</td>
</tr>
<tr>
<td>Observations</td>
<td>2.088</td>
<td>1.308</td>
<td>1.278</td>
<td>1.223</td>
</tr>
<tr>
<td>Analysts</td>
<td>106</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.009</td>
<td>0.005</td>
<td>0.006</td>
<td>0.008</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations.
Notes: All regressions include analyst fixed effects. Heteroskedasticity and autocorrelation consistent standard errors in parentheses. *** $p < 0.01$, ** $p < 0.05$, * $p < 0.1$.

3.3 The Role of Market Surprises

Our baseline specification focuses on policy surprises at the analyst level, however agents may just imitate other agents (i.e., the “market”) at the time of the submission of their policy rate forecast. This may occur, for example, if the costs associated to preparing the forecast are high or if the analyst is not confident enough in her model to predict the federal funds rate.

To investigate if it is individual surprises or market surprises that lead to more inflation expectation dispersion, we augment our baseline specification as follows:

$$d_{t+h}^{\text{PE}} = \beta s_{t+h|t} + \theta m s_{t+h|t} + \phi_t + \mu_{t+h|t}$$  \hspace{2cm} (4)
where \( ms_{i,t-1}^{\gamma} \) denotes the market surprises, calculated as the absolute value of the deviation of the consensus forecast of the federal funds rate (calculated as the mean across all analysts excluding the individual’s forecast over the 30 days prior to the announcement day) from the actual federal funds rate:

\[
ms_{i,t-1}^{\gamma} = \left| \frac{1}{N-1} \sum_{i=1}^{N} \left( p_{i,t-1}^{\gamma} - p_{t-1}^{\gamma} \right) - p_{t-1}^{\gamma} \right|
\]

with \( \gamma < 45 \) days.

Table 4 reports the results of the estimation of equation (4). At horizon \( h = -\epsilon \), the effect is positive and significant both for the individual surprises and for the market surprises. A 100-basis point individual (market) surprise in the federal funds rate leads to a higher inflation expectation dispersion by 53 (68) basis points. For the other horizons, the coefficients are not always significant for individual surprises, but they are generally positive.

Table 4: Effects of Individual and Market Surprises on Inflation Expectation Dispersion (Percentage points)

<table>
<thead>
<tr>
<th></th>
<th>(1) Past 3 months ahead</th>
<th>(2) 6 months ahead</th>
<th>(3) 9 months ahead</th>
<th>(4) 12 months ahead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual surprises</td>
<td>0.526***</td>
<td>0.400*</td>
<td>0.407</td>
<td>0.316</td>
</tr>
<tr>
<td></td>
<td>(0.124)</td>
<td>(0.224)</td>
<td>(0.247)</td>
<td>(0.267)</td>
</tr>
<tr>
<td>Market surprises</td>
<td>0.680***</td>
<td>0.359</td>
<td>0.524*</td>
<td>0.578**</td>
</tr>
<tr>
<td></td>
<td>(0.104)</td>
<td>(0.240)</td>
<td>(0.298)</td>
<td>(0.284)</td>
</tr>
<tr>
<td>Wald test p-value</td>
<td>0.407</td>
<td>0.913</td>
<td>0.794</td>
<td>0.569</td>
</tr>
<tr>
<td>Observations</td>
<td>2.262</td>
<td>1.347</td>
<td>1.356</td>
<td>1.294</td>
</tr>
<tr>
<td>Analysts</td>
<td>126</td>
<td>61</td>
<td>61</td>
<td>60</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.094</td>
<td>0.013</td>
<td>0.018</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations.
Notes: All regressions include analyst fixed effects. Heteroskedasticity and autocorrelation consistent standard errors in parentheses. *** \( p < 0.01 \), ** \( p < 0.05 \), * \( p < 0.1 \).

In another exercise, we use the measure of Nakamura and Steinsson (2018)—which we call NS-based market surprises—to replace the market surprises in equation (4). The results in the top panel of Table 5 indicate that when market surprises are proxied by the federal funds rate shocks, both individual and market surprises lead to higher inflation expectation dispersion; the results in the bottom panel suggest when market surprises are proxied by the policy news shocks, only the individual surprises come out significant. In both cases, the magnitude of the coefficient on the individual surprises is similar to the one of the baseline specification. At intermediate horizons, the coefficients are always positive, but often not significant. At \( h = 12 \), the only significant coefficient is the one on the federal funds rate shock, while the coefficients on individual surprises turn negative, but not significant. We conclude that individual surprises unequivocally lead to a larger disagreement about inflation projections above and beyond the surprises of the market.

### 3.4 Deviations From the Inflation Target

In a final exercise we change the definition of the dependant variable. In particular, we substitute the measure of dispersion in inflation forecasts across analysts with the distance between each analyst’s forecast and the
Table 5: Effects of Individual and NS-Based Market Surprises on Inflation Expectation Dispersion (Percentage points)

<table>
<thead>
<tr>
<th></th>
<th>(1) Past 3 months ahead</th>
<th>(2) 6 months ahead</th>
<th>(3) 9 months ahead</th>
<th>(4) 12 months ahead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual surprises</td>
<td>0.887***</td>
<td>0.504</td>
<td>0.487</td>
<td>0.404</td>
</tr>
<tr>
<td></td>
<td>(0.145)</td>
<td>(0.285)</td>
<td>(0.332)</td>
<td>(0.332)</td>
</tr>
<tr>
<td>Federal funds rate</td>
<td>0.656**</td>
<td>1.483</td>
<td>1.554</td>
<td>1.907**</td>
</tr>
<tr>
<td>shock</td>
<td>(0.257)</td>
<td>(0.923)</td>
<td>(1.088)</td>
<td>(1.068)</td>
</tr>
<tr>
<td>Wald test p-value</td>
<td>0.495</td>
<td>0.345</td>
<td>0.429</td>
<td>0.266</td>
</tr>
<tr>
<td>Observations</td>
<td>2,088</td>
<td>1,308</td>
<td>1,278</td>
<td>1,223</td>
</tr>
<tr>
<td>Analysts</td>
<td>106</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.066</td>
<td>0.013</td>
<td>0.015</td>
<td>0.014</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(1) Past 3 months ahead</th>
<th>(2) 6 months ahead</th>
<th>(3) 9 months ahead</th>
<th>(4) 12 months ahead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual surprise</td>
<td>0.918***</td>
<td>0.473*</td>
<td>0.590**</td>
<td>0.511*</td>
</tr>
<tr>
<td></td>
<td>(0.147)</td>
<td>(0.270)</td>
<td>(0.278)</td>
<td>(0.298)</td>
</tr>
<tr>
<td>Policy news shock</td>
<td>0.171</td>
<td>1.549</td>
<td>1.811*</td>
<td>2.428*</td>
</tr>
<tr>
<td></td>
<td>(0.281)</td>
<td>(1.466)</td>
<td>(1.025)</td>
<td>(1.438)</td>
</tr>
<tr>
<td>Wald test p-value</td>
<td>0.018</td>
<td>0.506</td>
<td>0.331</td>
<td>0.264</td>
</tr>
<tr>
<td>Observations</td>
<td>2,088</td>
<td>1,308</td>
<td>1,278</td>
<td>1,223</td>
</tr>
<tr>
<td>Analysts</td>
<td>106</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.062</td>
<td>0.011</td>
<td>0.013</td>
<td>0.013</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations.
Notes: All regressions include analyst fixed effects. Heteroskedasticity and autocorrelation consistent standard errors in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1.

The results in Table 6 indicate that a 100-basis point surprise in the federal funds rate decision leads, for \( h = -\epsilon \), to an increase in the deviation of CPI (PCE) inflation estimates from the target of 82 (162) basis points. The results at other horizons are mixed: a monetary surprise leads to larger deviations of projected CPI from the target at all intermediate horizons, but this is only the case at \( h = 3 \) when we use PCE inflation expectations. At \( h = 12 \), surprises in the federal funds rate decision do not have any impact.

11See Bems et al. (2018) for a discussion of the measurement of inflation expectation anchoring.
12Data on PCE inflation expectations are available starting in May 2004 for horizon \( h = -\epsilon \) and December 2014 for horizon \( h \in \{3, 6, 9, 12\} \).
13Running the regressions of the metric in equation (6) constructed with CPI using the entire sample (i.e., pre- and post-January 2012) returns similar results.
Table 6: Effects of Federal Funds Rate Surprises on Inflation Expectation Anchoring (Percentage points)

<table>
<thead>
<tr>
<th></th>
<th>(1) Past 3 months ahead</th>
<th>(2) 6 months ahead</th>
<th>(3) 9 months ahead</th>
<th>(4) 12 months ahead</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anchoring based on CPI inflation</td>
<td>0.824** (0.347)</td>
<td>1.243 (0.759)</td>
<td>1.791** (0.862)</td>
<td>1.924** (0.775)</td>
<td>0.180 (0.334)</td>
</tr>
<tr>
<td>Observations</td>
<td>858</td>
<td>380</td>
<td>380</td>
<td>367</td>
<td>330</td>
</tr>
<tr>
<td>Analysts</td>
<td>83</td>
<td>36</td>
<td>36</td>
<td>34</td>
<td>33</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.004</td>
<td>0.010</td>
<td>0.021</td>
<td>0.033</td>
<td>0.001</td>
</tr>
<tr>
<td>Anchoring based on PCE inflation</td>
<td>1.617*** (0.229)</td>
<td>1.099** (0.792)</td>
<td>-1.209 (0.725)</td>
<td>-0.236 (0.587)</td>
<td>-0.209 (0.334)</td>
</tr>
<tr>
<td>Observations</td>
<td>1,430</td>
<td>376</td>
<td>358</td>
<td>334</td>
<td>307</td>
</tr>
<tr>
<td>Analysts</td>
<td>93</td>
<td>30</td>
<td>28</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.017</td>
<td>0.006</td>
<td>0.008</td>
<td>0.000</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations.
Notes: All regressions include analyst fixed effects. Heteroskedasticity and autocorrelation consistent standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.

4 A Model of Inflation Expectations Dispersion

The literature has proposed alternative theoretical frameworks to explain the disagreement in inflation expectations. Mankiw and Reis (2002) argue that information is “sticky” because agents update their information sets infrequently as they incur in fixed costs when they acquire new information. The degree of information stickiness or rigidity, which corresponds to the probability of not acquiring new information each period, generates endogenous disagreement in expectations that in turn affects agents’ actions and the resulting equilibrium evolution of the economy. Woodford (2003), Sims (2003), and Mackowiak and Wiederholt (2009) propose models of “noisy” information in which agents continue to update their information set, but they can never fully observe the true state of the economy and they have to form and update their beliefs about the underlying fundamentals heterogeneously via signal extraction. Lorenzoni (2009) shows that if information is “dispersed”, agents take longer to learn about long-run productivity and this generates heterogeneity in beliefs.14

To rationalize our empirical results, we present a partial equilibrium model with rational expectations and information rigidities in the tradition of Mankiw and Reis (2002). In this setting, the costs of acquiring and processing information and of reoptimizing lead agents to update their information sets and their expectations infrequently. As a result, in each period only a fraction of the population update their views on the current

14 Relatedly, Bordalo et al. (2018) propose a model of “diagnostic expectations” in which agents form expectation based on the representativeness heuristic, i.e. overweighting the likelihood of future outcomes that become more likely in light of the current news. Bordalo et al. (2020) show that the reason for the difference between forecasters’ overreaction to individual news and consensus under-reaction to average forecaster news is that each individual forecaster reacts to his own signal and not to the ones observed by the other forecasters. Since all signals are informative and on average correct about the state, the average forecast under-reacts to the average information.
state of the economy and determine their optimal actions. The rest of the population continues to act according to their pre-existing plans based on old information. Information is therefore rigid or sticky, with the degree of information rigidity or stickiness equals the likelihood of not acquiring new information in each period.

We assume a closed economy in which a representative agent at time \( t \) consumes a final good in quantity \( C_t \), which is a composite of a continuum of differentiated intermediate consumption goods \( c_i^t \)

\[
C_t = \left[ \int_0^1 \left( c_i^t \right)^{\gamma - 1} dj \right]^{\frac{1}{\gamma}}
\]

where \( \gamma \) denotes the elasticity of substitution between intermediate goods.

Since we do not model the optimization problem of the representative consumer and we abstract from capital accumulation and government spending, total demand in this economy is equal to \( C_t \). We assume that such demand depends positively on the level of the aggregate productivity in the economy \( z_t \)—through the impact of such productivity on the households’ labor income and returns—and negatively on the level of the interest rate in the economy \( i_t \)—that determines the inter-temporal opportunity cost of consumption, so that we have \( C_t \left( z_t, i_t \right) \) with \( C_2 = \frac{\partial C_t(z_t, i_t)}{\partial z_t} > 0 \) and \( C_1 = \frac{\partial C_t(z_t, i_t)}{\partial i_t} < 0 \).

We define the aggregate state in the economy as \( s_t = \left( z_t, i_t \right) \) and we assume that the aggregate variable have the following stochastic processes

\[
\begin{align*}
    z_t &= (1 - \rho^2) z_{t-1} + \varepsilon^z_t \\
    i_t &= \bar{i} + \zeta^i_t \\
    \zeta^i_t &= \rho \zeta^i_{t-1} + \varepsilon^i_t
\end{align*}
\]

where \( \varepsilon^z_t \sim N \left( 0, \sigma^2_z \right) \) and \( \varepsilon^i_t \sim N \left( 0, \sigma^2_i \right) \).

On the production side of the economy, there is a continuum of monopolistic firms \( j \) (owned by the consumers) that produce differentiated goods \( y^j_t \). Firms’ individual profits are a function of the aggregate productivity in the economy \( z_t \), the interest rate in the economy \( i_t \), and an idiosyncratic productivity shock to each firm \( \vartheta^j_t \), and can be written as

\[
\Pi^j_t = P^j_t Y^j_t - m_c^j Y^j_t
\]

where \( m_c^j \) is the marginal cost, which is a function of both the aggregate state of the economy \( s_t \) and the idiosyncratic productivity shock \( \vartheta^j_t \), so that \( m_c^j = \vartheta^j_t (\alpha_1 z_t + \alpha_2 i_t) \) with \( \alpha_1 < 0 \) and \( \alpha_2 > 0 \). We assume that the distribution of idiosyncratic shocks across firms is time-invariant.

Since firms are monopolistic, each of them faces the market demand for the good they produce

\[
Y^j_t = \left( \frac{P^j_t}{P^j_t} \right)^{-\gamma} C_t = c_i^j
\]

\[\text{Higher total factor productivity in the economy } z_t \text{ allows individual firms to produce more efficiently. Higher interest rates increase the costs of production of the firms by either raising the opportunity cost of capital accumulation or by raising production costs when firms need to borrow in advance to start producing. In this paper, however, we do not model these mechanisms.}\]
where the price index for the economy is

\[ P_t = \left[ \int_0^1 \left( P_j^t \right)^{1-\gamma} dj \right]^{\frac{1}{1-\gamma}} \] (13)

The optimization problem of the firms consists of maximizing the value of the firm

\[ V_j^t = E_t \left[ \sum_{t+\tau}^\infty R_{t+\tau|t} \left( \Pi_j^t \right) \right] \] (14)

where \( R_{t+\tau|t} \) is the discount factor of the firm (to be defined later).

To decide the optimal production and pricing strategy, each firm needs to produce a forecast for aggregate inflation. The process leading to the formation of inflation expectations is a fundamental input to determine the equilibrium outcomes of the model. In what follows, we compare four characterizations of the mechanisms underlying the formation of inflation expectations. These are all based on rational expectations, but differ in the assumptions about information rigidity: 16, 17

- Full information (i.e., no stickiness).
- Constant degree of information stickiness.
- Degree of information stickiness depending on the realizations of the aggregate states of the economy, falling when the realizations of the state variables are farther away from their mean realizations.
- Degree of information stickiness varying across firms, lower for those with idiosyncratic shocks to their marginal costs farther away from the mean realization of those shocks.

### 4.1 Full Information

Under full information, the maximization of the value of the firm is equivalent to maximizing period-by-period profits. Thus, the first order condition of the firm is

\[ \left( \frac{\partial P_j^t}{\partial Y_j^t} \right) Y_j^t + P_j^t - mc_j^t = 0 \] (15)

which implies that

\[ P_j^t = \frac{\gamma}{\gamma - 1} mc_j^t \] (16)

Marginal costs differ across firms due to the idiosyncratic shocks to these costs. As a result, prices across firms also differ and there is price dispersion in the economy. This can be shown by substituting equation (16) for individual prices of the firms into equation (13) for the price index of the economy

\[ P_t = \frac{\gamma}{\gamma - 1} \left( \alpha_1 z_t + \alpha_2 i_t \right) \left[ \int_0^1 \left( \theta_j^t \right)^{1-\gamma} dj \right]^{\frac{1}{1-\gamma}} \]

\[ = \frac{\gamma}{\gamma - 1} \left( \alpha_1 z_t + \alpha_2 i_t \right) \left( \mathbb{E} \left[ \theta^1-\gamma \right] \right)^{\frac{1}{1-\gamma}} \] (17)

16 In what follows, we use interchangeably firm and forecaster, and rigidity and stickiness.
17 Appendix A reports the parameter values.
which suggests that the price level of the economy is a function only of the aggregate state of the economy \( s_t \). In fact, the idiosyncratic shocks to the marginal costs of the firms do not alter the determination of the economy’s price level, rather only their mean realization \( \left( \mathbb{E}_t \left[ \theta^{1-\gamma} \right] \right)^{1/\gamma} \) does.

The price level expectations for the next period are

\[
\mathbb{E}_t [P_{t+1}] = \frac{\gamma}{\gamma - 1} \left( \alpha_1 \mathbb{E}_t [z_{t+1} | z_t] + \alpha_2 \mathbb{E}_t [i_{t+1} | i_t] \right) \left( \mathbb{E}_t \left[ \theta^{1-\gamma} \right] \right)^{1/\gamma}
\]

(18)

Hence, one-period ahead inflation expectations \( \mathbb{E}_t [\pi_{t+1}] = \pi^e_{t+1} = \mathbb{E}_t \left[ \frac{P_{t+1}}{P_t} \right] \) are

\[
\pi^e_{t+1} = \frac{\alpha_1 \mathbb{E}_t [z_{t+1} | z_t] + \alpha_2 \mathbb{E}_t [i_{t+1} | i_t]}{\alpha_1 \mathbb{E}_t [z_t] + \alpha_2 \mathbb{E}_t [i_t]}
\]

(19)

and \( \tau \)-period ahead inflation expectations are

\[
\pi^e_{t+\tau} = \frac{\alpha_1 \mathbb{E}_t [z_{t+\tau} | z_t] + \alpha_2 \mathbb{E}_t [i_{t+\tau} | i_t]}{\alpha_1 \mathbb{E}_t [z_{t+\tau-1} | z_t] + \alpha_2 \mathbb{E}_t [i_{t+\tau-1} | i_t]}
\]

(20)

where \( \mathbb{E}_t (z_{t+\tau} | z_t) = \mathbb{E}_t (z_{t+\tau} | z_{t+\tau-1}) \mathbb{E}_t (z_{t+\tau-1} | z_{t+\tau-2}) \ldots \mathbb{E}_t (z_{t+1} | z_t) \) and \( \mathbb{E}_t (i_{t+\tau} | i_t) = \mathbb{E}_t (i_{t+\tau} | i_{t+\tau-1}) \mathbb{E}_t (i_{t+\tau-1} | i_{t+\tau-2}) \ldots \mathbb{E}_t (i_{t+1} | i_t) \).

Thus, in absence of information rigidity, heterogeneity across firms leads to dispersion of prices. However, since all firms have full information and know the stochastic process for the aggregate state of the economy, as well as the time-invariant distribution of the idiosyncratic shocks, all firms make the same forecast for the aggregate price level \( P_{t+\tau} \) at all horizons \( t + \tau \). As a result, the dispersion of inflation expectations—defined as the deviation of the individual forecaster’s inflation expectation \( \pi^e_{t+\tau} \) from the consensus forecast \( \pi^e_{t+\tau} = \int_0^1 \pi^e_{t+\tau} dj \)—is always zero

\[
d_{t+\tau | t} = \max | \pi^e_{t+\tau} - \mathbb{E}_t [\pi^e_{t+\tau}] | = 0
\]

(21)

We conclude that, even with heterogeneous forecasters, the assumption of rational expectations and full information are not consistent with the existence of inflation expectation dispersion. Hence, models that characterize the expectation formation mechanism in such way cannot be used to explain the patterns observed in the data of the United States.

4.2 Constant Degree of Information Rigidity

We now assume that there is some constant degree of information rigidity captured by the parameter \( 0 < \lambda < 1 \), where \( \lambda = 0 \) corresponds to full information case analyzed in Section 4.1 and \( \lambda = 1 \) corresponds to the case of an economy in which firms never change their expectations. For values of \( \lambda \) between 0 and 1, a random fraction of firms \( \lambda \) does not update its information set (i.e., does not observe the realization of the aggregate and idiosyncratic shocks); hence, these firms keep their individual price at the level set in the previous period \( P^i_t = P^i_{t-1} \). The reminder of firms, corresponding to fraction \( 1 - \lambda \), update their information set and change prices accordingly, taking into account that with probability \( \lambda \) they will not revise the price chosen today.

The objective function of the firms’ optimization problem in period \( t \) is given by the discounted sum of
profits over the periods in which the firms are likely to maintain their information set and the price they choose today

\[
E_t \sum_{\tau=0}^{\infty} \lambda^\tau R_{t+\tau|t} \left( P_t^j Y_{t+\tau}^j - mc_{t+\tau}^j Y_{t+\tau}^j \right) = 0
\]  

(22)

The first order condition of firm \( j \) with respect to \( P_t^j \) is

\[
E_t \sum_{\tau=0}^{\infty} \lambda^\tau R_{t+\tau|t} \left( \frac{P_t^j}{P_{t+\tau}} \right)^{-\gamma} C_{t+\tau} - \gamma \left( P_t^j - mc_{t+\tau}^j \right) \left( \frac{P_t^j}{P_{t+\tau}} \right)^{-\gamma-1} \frac{1}{P_{t+\tau}} C_{t+\tau} = 0
\]

(23)

and the optimal price is

\[
P_t^j = \frac{\gamma}{\gamma - 1} \left( \frac{E_t \sum_{\tau=0}^{\infty} \lambda^\tau R_{t+\tau|t} (P_{t+\tau})^\gamma C_{t+\tau} - \gamma \left( P_t^j - mc_{t+\tau}^j \right) (C_t)^{1-\sigma} \beta_{t+\tau}}{E_t \sum_{\tau=0}^{\infty} \lambda^\tau R_{t+\tau|t} (P_{t+\tau})^\gamma C_{t+\tau}} \right)
\]

(24)

Assuming that the discount factor of the firms is the inter-temporal marginal rate of substitution of consumption of the representative consumer, we define \( R_{t+\tau|t} \) as

\[
R_{t+\tau|t} = \beta^\tau \frac{E_t C_{t+\tau}^{1-\sigma}}{C_t^{1-\sigma}}
\]

(25)

where \( \beta \) is the discount factor of the consumer and \( \sigma \) is the coefficient of risk aversion of consumers with preferences that can be represented with a functional form exhibiting constant relative risk aversion (i.e., \( u(C_t) = \frac{C_t^{1-\sigma}}{1-\sigma} \)).

Substituting equation (25) into (24), we obtain the following expression for the prices of firm \( j \)

\[
P_t^j = \frac{\gamma}{\gamma - 1} \left( \frac{\beta^\tau \gamma \left( \frac{E_t \sum_{\tau=0}^{\infty} \lambda^\tau R_{t+\tau|t} (P_{t+\tau})^\gamma C_{t+\tau}}{E_t \sum_{\tau=0}^{\infty} \lambda^\tau R_{t+\tau|t} (P_{t+\tau})^\gamma C_{t+\tau}} \right) \left( \frac{E_t \sum_{\tau=0}^{\infty} \lambda^\tau R_{t+\tau|t} (P_{t+\tau})^\gamma C_{t+\tau}}{E_t \sum_{\tau=0}^{\infty} \lambda^\tau R_{t+\tau|t} (P_{t+\tau})^\gamma C_{t+\tau}} \right)}{E_t \sum_{\tau=0}^{\infty} \lambda^\tau R_{t+\tau|t} (P_{t+\tau})^\gamma C_{t+\tau}} \right)
\]

(26)

Aggregating over the prices of all firms that update their information set in period \( t \) we obtain

\[
P_t = \frac{\gamma}{\gamma - 1} \left[ \frac{E_t \sum_{\tau=0}^{\infty} \lambda^\tau R_{t+\tau|t} (P_{t+\tau})^\gamma (C_{t+\tau})^{1-\sigma} \left( \alpha_1 z_{t+\tau} + \alpha_2 i_{t+\tau} \right) (E \left[ \theta^{1-\gamma} \right])^{\frac{1}{1-\gamma}}} {E_t \sum_{\tau=0}^{\infty} \lambda^\tau R_{t+\tau|t} (P_{t+\tau})^\gamma (C_{t+\tau})^{1-\sigma}} \right]
\]

(27)

Since a random fraction \( \lambda \) of firms keep their prices at the same level than in the previous period, the aggregate price level for the current period can be calculated as a weighted average of the aggregate price in the previous period \( P_{t-1} \) and the average price of the firms that update their prices in the current period \( P_t^* \)

\[
P_t = \lambda P_{t-1} + (1 - \lambda) P_t^*
\]

(28)

As in the case with full information, \( P_t \) only depends on the aggregate state of the economy \( s_t \) and the mean realization of the idiosyncratic shocks to the marginal costs of the firms. The idiosyncratic shocks themselves do not matter for the determination of the aggregate variables in the economy. Therefore, stickiness in information translates into stickiness in the prices level, and this stickiness in the price level increases with the stickiness in information (i.e., prices will look much more alike to prices in the previous
period for higher values of \( \lambda \).

Iterating the expression for the aggregate price level forward we obtain the expected value of the next period price level

\[
E_t[P_{t+1}] = \lambda P_t + (1 - \lambda) E_t[P^*_{t+1}]
\]

where

\[
E_t[P^*_{t+1}] = \frac{\gamma}{\gamma - 1} \left[ \frac{E_t \sum_{\tau=0}^{\infty} \lambda^\tau \beta^\tau (P_{t+\tau+1})^\gamma (C_{t+\tau+1})^{1-\sigma} (\alpha_1 z_{t+\tau+1} + \alpha_2 i_{t+\tau+1}) (E[\theta^{1-\gamma}])^{\frac{1}{\gamma}}}{E_t \sum_{\tau=0}^{\infty} \lambda^\tau \beta^\tau (P_{t+\tau+1})^\gamma (C_{t+\tau+1})^{1-\sigma}} \right] \tag{30}
\]

The price level forecast for horizon \( t + \tau \) of the firms that update their information set is

\[
E_t[P_{t+\tau}] = \lambda E_t[P_{t+\tau-1}] + (1 - \lambda) E_t[P^*_{t+\tau+1}]
\]

\[
= \lambda^{\tau+1} P_{t-1} + \lambda^\tau (1 - \lambda) P^*_t + \lambda^\tau (1 - \lambda) E_t[P^*_{t+1}] + \ldots + (1 - \lambda) E_t[P^*_{t+\tau}]
\]

which corresponds to the following inflation forecast

\[
\pi^{e,*}_{t+\tau} = \frac{\lambda E_t[P_{t+\tau-1}] + (1 - \lambda) E_t[P^*_{t+\tau}] + \lambda E_t[P^*_{t+\tau}]}{E_t[P_{t+\tau-1}] + (1 - \lambda) E_t[P^*_{t+\tau}]} = \lambda + (1 - \lambda) \frac{E_t[P^*_{t+\tau}]}{E_t[P_{t+\tau-1}]}
\]

On the other hand, because a fraction \( \lambda \) of the firms do not adjust their information set (and prices)—and therefore ignore any information they might have about the stochastic process of the aggregate state of the world—it is fair to assume that they will also ignore this information when predicting the future evolution of prices. Therefore, these firms produce a constant forecast for \( P_{t+\tau} \) over all horizons \( t + \tau \), which will be the same as the one for the current period

\[
E_t P^{e,-*}_{t+\tau} = E_t P^{e,-*}_t = P_{t-1}
\]

where \( E_t P^{e,-*}_t \) is the price level forecast of the firms that do not update their information set.\(^{18}\) As a result, the inflation forecast for future periods of the agents with sticky information is equal to zero (i.e., \( \pi_t^{e,-*} = 0 \) for all \( \tau \)).\(^{19}\)

To summarize, in this setting one group of firms of size \( 1 - \lambda \) forecasts inflation for future periods to be consistent with the expected evolution of the aggregate state of the world \( s_t \). Another group of firms of size \( \lambda \) (with sticky information) forecasts inflation for future periods to be zero. Hence, the dispersion of inflation expectations for any horizon \( t + \tau \) is given by

\[
d_{t+\tau|t} = \max \left| \pi^{e,*}_{t+\tau} - E_t[\pi^{e,*}_{t+\tau}] \right|, \left| \pi^{e,-*}_{t+\tau} - E_t[\pi^{e,-*}_{t+\tau}] \right|
\]

\[
= \max \left| \pi^{e,*}_{t+\tau} - \left[ \lambda \pi^{e,*}_{t+\tau} + (1 - \lambda) \pi^{e,*}_{t+\tau} \right] \right|, \left| \pi^{e,-*}_{t+\tau} - \left[ \lambda \pi^{e,-*}_{t+\tau} + (1 - \lambda) \pi^{e,*}_{t+\tau} \right] \right|
\]

\[
= \lambda \left| \pi^{e,*}_{t+\tau} - \pi^{e,-*}_{t+\tau} \right|
\]

\[
= \lambda \left| \pi^{e,*}_{t+\tau} \right|
\]

\(^{18}\)As firms with sticky information do not update their information set, they do not observe the value of the variables in the economy even in the current period.

\(^{19}\)Firms with sticky information might have updated their information set in \( t - 1 \), but by assuming that they do not change their prices in \( t \), sticky information models de facto assume that those firms do not use any past information to make their decisions or update their expectations.
Equation (34) indicates that the dispersion of inflation expectations moves in the same way as the absolute value of expected inflation of the firms with full information $|\pi_{t+\tau}^e|$. That is, both inflation expectations and the dispersion of inflation expectations are state contingent.

Figure 7 shows the dispersion of $\tau$-period ahead inflation expectations when information stickiness is constant. In panel 7a, the stochastic process of the aggregate state of the economy is assumed to be $i.i.d$; in panel 7b, it is assumed to be persistent. The panels show the dispersion of inflation expectations for the average-size realization of total factor productivity and for two realizations of interest rate: a medium size shock (one standard deviation) and a large shock (corresponding to three standard deviations).

When the process for the state of the economy exhibits low or zero persistence—behaving similar to an $i.i.d$ process—the price expectations of the agents with full information over different horizons will be almost identical, $P_{t+1}^e \approx P_{t+2}^e \approx \ldots \approx P_{t+\tau}^e$, independent of the state of the world in period $t$. Hence, the dispersion of inflation expectations following an aggregate shock (i.e., an interest rate shock in the figures) increases exclusively because of differences in forecasts between the two groups of firms (those updating their information sets and those with sticky information) in $t$ and $t+1$. For $t$, the forecasters that update their information forecast and inflation consistent with the actual realization of inflation $\pi_t^e = P_t - P_{t-1}$ while the forecasters with sticky information forecast $\pi_t^{e-\ast} = 0$. For $t+1$, firms with sticky information are still forecasting zero inflation while the forecasters that update their information are forecasting $\pi_{t+1} = \frac{E[P]}{P_t}$. From $t+2$ onwards, both groups forecast the same inflation $\pi_{t+\tau}^e = \pi_{t+\tau}^{e-\ast} = 0$, even when their price forecasts are different: the price forecast for those updating their information set is $E[P]$ for all future periods, and the price forecast of those with sticky information is $P_{t-1}$. In contrast, if the stochastic process for the state of the economy exhibits a high degree of autocorrelation (in this case, $\rho^s = 0.9$ and $\rho^i = 0.5$), $\pi_{t+\tau}^e$ changes slowly over the forecast horizon moving eventually towards zero. However, depending on the initial state.

---

20 To be consistent with previous studies, we set $\lambda = 0.78$ (i.e. about 22 percent of the firms change their prices in any given period.)
of the economy, the absolute value of inflation expectations might increase for some horizons before moving towards zero.

To obtain a measure of inflation expectation dispersion that is comparable to the empirical counterpart in Figure 5, we proceed as follows. First, we simulate 500 time series with 3,000 periods each, and discard the first 1,500 periods. Second, for each of the 500 time series, we extract all the 12-month sequences that start with the interest rate being equal to its unconditional mean (i.e., \( i = E(i) \)). And third, we compute the average of the interest rate shock in absolute value (\( |i_t - i_{t-1}| = 77 \) basis points) and the average response of inflation expectation dispersion. In Figure 8, we plot the average inflation expectation dispersion following an average interest rate shock and compare it to the rescaled empirical counterpart. The results indicate that the dispersion of inflation expectation decreases as the horizon gets larger, in line with the empirical findings, but the magnitude of the effect is smaller.

Figure 8: Average Response of Inflation Expectation Dispersion to an Interest Rate Shock, Constant Stickiness

(Percentage points)

Source: Authors’ calculations.
Notes: The blue line denotes the response of inflation expectation dispersion to a 77 basis point interest rate shock based on model simulations and the red line denotes the empirical response rescaled to a shock of the same size.

How does the degree of information stickiness affect the response of the dispersion of inflation forecasts? For any given future horizon \( t + \tau \), the magnitude of the dispersion of inflation expectations depends on the degree of information stickiness in two ways. First, information stickiness affects the dispersion of expectations through its impact on the consensus forecast: when \( \lambda \) is large, the consensus forecast will be biased towards forecasting zero inflation, and the distance between the consensus forecast and the forecast of the firms updating their information sets will be larger. Second, information stickiness has an effect on the optimal price setting of the firms updating their information sets, which will weight more heavily the future (compared to the present) when \( \lambda \) is larger; thus, the price level of the economy will tend to be more stable (change less) for higher levels of information stickiness, and this smoothness in prices will dampen the dispersion of expectations. As a result, the net effect of information stickiness on the dispersion of inflation expectations cannot be pinned down unambiguously without numerical methods.

To illustrate this point, in Figure 9 we report the dispersion of inflation expectations for different degrees
of information stickiness: a high degree \((\lambda = 0.92)\), that is much higher than in the baseline), a medium degree \((\lambda = 0.5)\), and a low degree \((\lambda = 0.08)\). Panel 9a and 9b show the response of inflation expectation dispersion to large and medium-size interest rate shocks, respectively. The results suggest that for the parameters used in the calibration of the model, the magnitude of the dispersion of inflation expectations falls with the value of \(\lambda\), though the relation is not linear as for \(\lambda = 0\) and for \(\lambda = 1\) there is no dispersion.

Figure 9: Response of Inflation Expectation Dispersion to a Persistent Interest Rate Shocks, Varying Stickiness
(Percentage points)

(a) Large interest rate shock  
(b) Medium interest rate shock

Source: Authors’ calculations.
Notes: The figure shows the responses of inflation expectation dispersion to large (three standard deviations) and medium (one standard deviation) interest rate shocks, for different degrees of information stickiness: low \((\lambda = 0.08)\), medium \((\lambda = 0.50)\), and high \((\lambda = 0.92)\).

All in all, these exercises show that models incorporating information stickiness generate results qualitatively consistent with the observed time path of the dispersion of inflation expectations in the United States. Yet, for values of the stickiness parameter consistent with the ones of the literature, the assumption of a constant degree of information rigidity is not sufficient to generate the magnitude of the dispersion observed in the data.

4.3 Aggregate State-Dependent Degree of Information Rigidity

Based on the literature finding that the degree of stickiness of information is not constant but rather state dependent (Mankiw et al., 2003), we now assume that the degree of information stickiness is lower in periods when the aggregate state of the economy \(s_t = \{z_t, i_t\}\) is farther away from its mean realization. Formally\(^{21}\)

\[
\lambda_t = \lambda f(\Delta z_t, \Delta i_t) 
\]

\[
\Delta z_t = |z_t - \mathbb{E}[z]|
\]

\[
\Delta i_t = |i_t - \mathbb{E}[i]|
\]

We then define two thresholds for the distance of the aggregate states from the mean realization of the

\(^{21}\)The functional form is \(\lambda_t = \bar{\lambda}/[(1 + \psi_1 |z_t - \mathbb{E}[z]|)(1 + \psi_2|i_t - \mathbb{E}[i]|)]\), with \(\psi_1 = \psi_2 = 3\).
shocks

\[ \tilde{\Delta}^z = |\tilde{z} - E[z]| \quad (38) \]

\[ \tilde{\Delta}^i = |\tilde{i} - E[i]| \quad (39) \]

so that we have

\[
\begin{cases}
F(\Delta^i, \Delta^z) = 1 & \text{if } \Delta^z < \tilde{\Delta}^z \text{ and } \Delta^i < \tilde{\Delta}^i \\
0 < F < 1 & \text{and } \frac{\partial F(\Delta^i, \Delta^z)}{\partial \Delta^i} < 0 & \text{otherwise}
\end{cases}
\]

In a world characterized by this type of state-dependent information stickiness, the price of the firms that update their information set is

\[
P^* = \frac{\gamma}{\gamma - 1} \left[ \frac{E_t \sum_{\tau=0}^{\infty} \lambda_{t+\tau} \beta^\tau (P_{t+\tau})^\gamma (C_{t+\tau})^{1-\sigma} (\alpha_1 z_{t+\tau} + \alpha_2 i_{t+\tau}) (E[\vartheta^{1-\gamma}])^{1-\gamma}}{E_t \sum_{\tau=0}^{\infty} \lambda_{t+\tau} \beta^\tau (P_{t+\tau})^\gamma (C_{t+\tau})^{1-\sigma}} \right] \quad (40)
\]

the price index of the economy is

\[
P_t = \lambda_t P_{t-1} + (1 - \lambda_t) P^*_t \quad (41)
\]

and the dispersion of inflation expectation is

\[
d_{t+\tau|t} = \lambda_{t+\tau} |\pi^*_{t+\tau}| \quad (42)
\]

where \(\lambda_{t+\tau}\) in "extreme" states of the world (i.e., farther away from the mean realization of those states) is smaller than in normal states, but \(\pi^*_{t+\tau}\) is larger. Regardless of which of the two effects prevails, the dispersion of inflation expectations depends more on the realizations of the aggregate states of the world than when information stickiness is constant. This is because \(\pi^*_{t+\tau}\) and \(\lambda_{t+\tau}\) are both state dependent.

Figure 10 shows the dispersion of inflation expectations when information stickiness is state contingent. The results can be compared to the corresponding panels for the constant information stickiness case in Figure 7. For moderate realizations of the productivity shock (i.e., \(z_5\)), both time path and the magnitude of the dispersion of inflation expectations is very similar. However, for more extreme realizations of the productivity shock (i.e., \(z_1\) and \(z_9\)), the time path remains similar and the magnitude of the dispersion is much larger in the case of state contingent information stickiness. As shown in Figure 11, however, the size of the response of the average dispersion of inflation expectations to the average interest rate shock is still one order of magnitude below the one observed in the United States data.

Compared to the results of the case with constant degree of information stickiness, the dispersion of inflation expectations depends more heavily on the realization of the states of the economy. This is because, when information stickiness is state contingent, firms adjust prices more than in the case with a constant degree of information stickiness if state realizations are extreme, contributing to larger fluctuations of the price level across states of the world. These larger price responses, in turn, become part of the firms’ information sets and will affect the formation of their inflation expectations. Specifically, these firms will expect movements in prices, and therefore the changes in those prices to be larger when the economy is in extreme states. Firms with sticky information, on the other hand, will not update their inflation expectations (which are zero as in the case of constant stickiness of information). As a result, the distance between the inflation forecasts of firms with sticky information and those updating their information sets is larger in
4.4 Firm State-dependent Degree of Information Rigidity

If the degree of information stickiness depends on the firms' states $\vartheta^j_t$ rather than the aggregate state $s_t$, firms’ prices $p^j_t$ as well as aggregate variables will depend on the distribution of the idiosyncratic shocks, and extreme states than in the case when information stickiness is constant.
not simply on their mean realization.

Similar to the case in which the degree of information stickiness depends on the aggregate states, we assume that for idiosyncratic shocks above some threshold level \( \tilde{\theta} \), the degree of information stickiness will be lower than a constant given level \( \lambda \), and the stickiness will be a decreasing function of the distance between the actual shock realization and the mean level of those shocks. Firms with idiosyncratic shocks above \( \tilde{\theta} \) find themselves in extreme circumstances (either very good or very bad realizations of their productivity), and will care relatively more about the present than firms with more moderate realizations of their individual shocks.

All firms updating their information sets are aware of this differentiation in the behavior of firms that update their prices in the current period. Because shocks are idiosyncratic and the distribution of those shocks is time invariant, the share of firms with lower levels of \( \lambda \) update their prices in the current period. Because shocks are idiosyncratic and the distribution of those shocks is time invariant, the share of firms with lower levels of \( \lambda \) is constant in all periods. Nevertheless, the share of firms in extreme conditions in each period will affect the average price level in the economy.

In a world characterized by idiosyncratic state-dependent information stickiness, the optimal price chosen by the firms that update their information set and prices in period \( t \) is

\[
P^i_t = \frac{\lambda \cdot E_t \sum_{\tau=0}^{\infty} \lambda^j_{t+\tau} (\vartheta^j_{t+\tau}) \beta^\tau (P_{t+\tau})^\gamma (C_{t+\tau})^{1-\sigma} (\alpha_1 z_{t+\tau} + \alpha_2 \vartheta_{t+\tau}) \vartheta^j_{t+\tau}}{E_t \sum_{\tau=0}^{\infty} \lambda^j_{t+\tau} (\vartheta^j_{t+\tau}) \beta^\tau (P_{t+\tau})^\gamma (C_{t+\tau})^{1-\sigma}}
\]

(43)

where\(^{22}\)

\[
\lambda^j_{t+\tau} = \lambda F \left( \Delta_{t+\tau} \right)
\]

(44)

and

\[
\begin{align*}
F \left( \Delta_{t+\tau} \right) &= 1 \quad \text{if} \quad \Delta_{t+\tau} < \tilde{\Delta} \\
0 < F \left( \Delta_{t+\tau} \right) < 1 \quad \text{and} \quad \frac{\partial F \left( \Delta_{t+\tau} \right)}{\partial \Delta_{t+\tau}} < 0 \quad \text{otherwise}
\end{align*}
\]

(45)

The overall price index can be computed as the sum of different sub-indexes. The first sub-index is the one that aggregates the prices of the firms with moderate realizations of their idiosyncratic shocks (i.e., \( \vartheta_{t+\tau} \leq \tilde{\theta} \)); these firms have a weight in the total population of firms of \( \mu \tilde{\theta} \) and, of these, a share \( 1 - \lambda \) changes its prices in this period and a share \( \lambda \) sets their prices to \( P^i_t = P^j_{t-1} \). The second sub-index is the one that aggregates the prices of the firms with extreme realizations of their idiosyncratic shocks (i.e., \( \vartheta_{t+\tau} > \tilde{\theta} \)); these firms have a weight in the total population of firms of \( 1 - \mu \tilde{\theta} \) and, of these, a share \( 1 - \lambda \) sets their prices to \( P^i_t = P^j_{t-1} \).

The price index of the economy is then given by:

\[
P_t = \lambda \left( \mu \tilde{\theta} + (1 - \mu \tilde{\theta}) E \left[ F \left( \Delta_{t} \right) \big| \left( \vartheta > \tilde{\vartheta} \right) \right] \right) P_{t-1}
\]

\[
+ \mu \tilde{\theta} (1 - \lambda) P_t^{*, \tilde{\vartheta}}
\]

\[
+ \left(1 - \mu \tilde{\theta} \right) \left(1 - \lambda \right) E \left[ F \left( \Delta_{t} \right) \big| \left( \vartheta > \tilde{\vartheta} \right) \right] P_t^{*, \tilde{\vartheta}}
\]

(46)

where the sub-index of the optimal prices for firms with moderate realizations of their productivity shocks

\(^{22}\)The functional form is \( \lambda^j = \frac{1}{\psi_j} \left[ 1 + \psi_j |\vartheta^j_t - E[\vartheta]| \right] \), where \( \psi_j = 3 \).
is
\[ P_{t}^{*, \tilde{\vartheta}} = \frac{\gamma}{\gamma - 1} \left\{ \int_{0}^{\tilde{\vartheta}} \left[ \frac{\mathbb{E}_{t} \sum_{\tau=0}^{\infty} \lambda^\tau \left( \prod_{h=0}^{\tau} F \left( \vartheta_{t+h}^j \right) \right) \beta^\tau \left( P_{t+\tau}^\gamma \right) \left( C_{t+\tau} \right)^{1-\sigma} \left( \alpha_1 z_{t+\tau} + \alpha_2 i_{t+\tau} \right) \vartheta_{t+\tau}^j } {\mathbb{E}_{t} \sum_{\tau=0}^{\infty} \lambda^\tau \left( \prod_{h=0}^{\tau} F \left( \vartheta_{t+h}^j \right) \right) \beta^\tau \left( P_{t+\tau}^\gamma \right) \left( C_{t+\tau} \right)^{1-\sigma} } \right]^{1-\gamma} \ d\vartheta \right\}^{\frac{1}{1-\gamma}} \]
(47)

and the sub-index of the optimal prices of firms with extreme realizations of their productivity shocks is:
\[ P_{t}^{*, \tilde{\vartheta}} = \frac{\gamma}{\gamma - 1} \left\{ \int_{0}^{1} \left[ \frac{\mathbb{E}_{t} \sum_{\tau=0}^{\infty} \lambda^\tau \left( \prod_{h=0}^{\tau} F \left( \vartheta_{t+h}^j \right) \right) \beta^\tau \left( P_{t+\tau}^\gamma \right) \left( C_{t+\tau} \right)^{1-\sigma} \left( \alpha_1 z_{t+\tau} + \alpha_2 i_{t+\tau} \right) \vartheta_{t+\tau}^j } {\mathbb{E}_{t} \sum_{\tau=0}^{\infty} \lambda^\tau \left( \prod_{h=0}^{\tau} F \left( \vartheta_{t+h}^j \right) \right) \beta^\tau \left( P_{t+\tau}^\gamma \right) \left( C_{t+\tau} \right)^{1-\sigma} } \right]^{1-\gamma} \ d\vartheta \right\}^{\frac{1}{1-\gamma}} \]
(48)

Since \( P_{t}^{*, \tilde{\vartheta}} \) is the average price of firms with extreme realizations of their productivity shocks, it corresponds to a weighted sum of individual firms’ prices that are much higher and much lower than the individual firms’ prices in \( P_{t}^{*, \tilde{\vartheta}} \), as those prices average over in \( P_{t}^{*, \tilde{\vartheta}} \) correspond to more extreme realizations of the individual idiosyncratic shocks, and the firms experiencing those shocks exhibit a lower degree of information stickiness and place a relatively higher weight on the current conditions in comparison to firms with moderate realizations of their productivity. The concavity of the price index function implies that \( P_{t}^{*, \tilde{\vartheta}} > P_{t}^{*, \tilde{\vartheta}} \).

Defining
\[ \tilde{F} = E \left[ /_t \left( \Delta_t^j \right) \mid \left( \vartheta^j > \tilde{\vartheta} \right) \right] \]
(49)
we can rewrite \( P_t \) as
\[ P_t = \lambda \left[ \mu \tilde{\vartheta} + (1 - \mu \tilde{\vartheta}) \tilde{F} \right] P_{t-1} + \mu \tilde{\vartheta} (1 - \lambda) P_{t}^{*, \tilde{\vartheta}} + (1 - \mu \tilde{\vartheta}) (1 - \lambda \tilde{F}) P_{t}^{*, \tilde{\vartheta}} \]
(50)

Iterating this expression forward, we obtain the following expression for the expected value of the next period price level for the forecasters that are processing new information in \( t \)
\[ \mathbb{E}_{t} \left[ P_{t+1} \right] = \lambda \left[ \mu \tilde{\vartheta} + (1 - \mu \tilde{\vartheta}) \tilde{F} \right] P_{t} + \mu \tilde{\vartheta} (1 - \lambda) \mathbb{E}_{t} \left[ P_{t}^{*, \tilde{\vartheta}} \right] + (1 - \mu \tilde{\vartheta}) (1 - \lambda \tilde{F}) \mathbb{E}_{t} \left[ P_{t}^{*, \tilde{\vartheta}} \right] \]
(51)

Doing the same for all future periods, the forecast of the price level for horizon \( t + \tau \) is
\[ \mathbb{E}_{t} \left[ P_{t+\tau} \right] = \lambda \left( \mu \tilde{\vartheta} + (1 - \mu \tilde{\vartheta}) \tilde{F} \right) \mathbb{E}_{t} P_{t+\tau-1} + \mu \tilde{\vartheta} (1 - \lambda) \mathbb{E}_{t} \left[ P_{t+\tau}^{*, \tilde{\vartheta}} \right] + (1 - \mu \tilde{\vartheta}) (1 - \lambda \tilde{F}) \mathbb{E}_{t} \left[ P_{t+\tau}^{*, \tilde{\vartheta}} \right] \]
(52)

Therefore, firms updating their information set in period \( t \) will have the following inflation forecast for
firms under extreme circumstances. has effects on prices. policy rate decision is taken), and that it then approaches zero over the horizon at which monetary policy the Fed meetings, we find that inflation expectation dispersion increases in response to monetary policy level from major financial institutions, and an identification strategy that hinges on a tight window around the United States. Using daily data of federal funds rate forecasts and inflation expectations at the analyst In this paper we provide evidence of causal effects of monetary policy surprises on inflation dispersion in 5 Conclusions cases and about half of what is observed in the data. To the one observed one in the data (especially for aggregate states of the economy that are away from their mean realization). In fact, the magnitude of inflation dispersion is about four times larger than in the other 23 Therefore, for lower thresholds of the idiosyncratic shock that result in a lower degree of information stickiness, the impact of the firm heterogeneity in the aggregate variables and the dispersion of inflation expectations is larger. One should note that while the heterogeneity across firms has an impact on the magnitude of the dispersion of inflation expectations, it does not have an impact on the term structure of inflation expectations due to the stationarity of the distribution of the idiosyncratic shocks. Figure 12 shows the dispersion of inflation expectations for the different states of the economy when information stickiness varies across forecasters, and Figure 13 displays the average response of inflation expectation dispersion to the average interest rate shock. It is clear that heterogeneity in information stickiness across firms can go a long way in delivering a magnitude of the dispersion of the inflation expectations closer to the one observed one in the data (especially for aggregate states of the economy that are away from their mean realization). In fact, the magnitude of inflation dispersion is about four times larger than in the other cases and about half of what is observed in the data.

5 Conclusions

In this paper we provide evidence of causal effects of monetary policy surprises on inflation dispersion in the United States. Using daily data of federal funds rate forecasts and inflation expectations at the analyst level from major financial institutions, and an identification strategy that hinges on a tight window around the Fed meetings, we find that inflation expectation dispersion increases in response to monetary policy surprises. In particular, we show that dispersion increases for shorter horizons (up to nine months after the policy rate decision is taken), and that it then approaches zero over the horizon at which monetary policy has effects on prices.

To rationalize these results, we propose a partial equilibrium model with rational expectations and sticky

\[
\pi_{t+\tau}^e = \frac{\lambda \left[ \mu^\beta + \left( 1 - \mu^\beta \right) \tilde{F} \right] E_t \left[ P_{t+\tau-1} \right] + \mu^\beta (1 - \lambda) E_t \left[ P_{t+\tau}^* \right] + \left( 1 - \mu^\beta \right) (1 - \lambda \tilde{F}) E_t \left[ P_{t+\tau}^{-\beta} \right]}{E_t \left[ P_{t+\tau-1} \right]}
\]

(53)

Similar to the other cases discussed so far, the firms that do not update their information sets forecast inflation to be zero, and the dispersion of inflation expectations is given by

\[
d_{t+\tau|t} = \left| \frac{\pi_{t+\tau}^e - \pi_{t+\tau}^{e,-*}}{\pi_{t+\tau}^e} \right|
\]

(54)

From equation (54), it becomes clear that the lower the value of the threshold \( \tilde{\theta} \), the higher the weight of the term \( \frac{E_t \left[ P_{t+\tau}^* \right]}{E_t \left[ P_{t+\tau-1} \right]} \) in \( \pi_{t+\tau}^e \). Additionally, a lower \( \tilde{\theta} \) also implies a larger magnitude of \( \frac{E_t \left[ P_{t+\tau}^{-\beta} \right]}{E_t \left[ P_{t+\tau-1} \right]} \), and other things given a larger magnitude of \( \pi_{t+\tau}^{e,-*} \). Therefore, for lower thresholds of the idiosyncratic shock across firms can have an impact on the magnitude of the dispersion of inflation expectations, it does not have an impact on the term structure of inflation expectations due to the stationarity of the distribution of the idiosyncratic shocks.

Figure 12 shows the dispersion of inflation expectations for the different states of the economy when information stickiness varies across forecasters, and Figure 13 displays the average response of inflation expectation dispersion to the average interest rate shock. It is clear that heterogeneity in information stickiness across firms can go a long way in delivering a magnitude of the dispersion of the inflation expectations closer to the one observed one in the data (especially for aggregate states of the economy that are away from their mean realization). In fact, the magnitude of inflation dispersion is about four times larger than in the other cases and about half of what is observed in the data.

\[23\] Due to the concavity of the price index, both the numerator and denominator are likely to increase when \( \tilde{\theta} \) falls, but the numerator \( E_t P_{t+\tau}^* \) increases by more than the denominator \( E_t P_{t+\tau-1} \) as the denominator gives a weight lower than one to the firms under extreme circumstances.
information in the spirit of Mankiw and Reis (2002). We show that, while full information models do not match neither quantitatively nor qualitatively the observed term structure of the dispersion of inflation expectations, sticky information models do. In particular, introducing sticky information results in a term structure of inflation expectation that shows dispersion at short horizons and fades away as the horizon becomes longer. When we allow the degree of information rigidity to depend on the realization of firm-specific shocks, the theoretical results are also quantitatively close to the empirical ones.
Inflation expectation dispersion, even if at short horizons, can lead to price dispersion and inflation persistence. Thus, from a policy perspective, efforts should be directed at further refining the communication strategy of monetary policy so that information is more aligned across agents. This would allow to maintain inflation expectations better anchored even at shorter horizons, which is when the credit channel is less effective.
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Appendix A. Model parameters

Table A.1 reports the values of the parameters of the model.

Table A.1: Parameter Values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average interest rate</td>
<td>$\bar{i}$</td>
<td>0.004075</td>
</tr>
<tr>
<td>Capital to output ratio</td>
<td>$K/Y$</td>
<td>3</td>
</tr>
<tr>
<td>Discount factor</td>
<td>$\beta$</td>
<td>$(1/10.4)^{1/12}$</td>
</tr>
<tr>
<td>Elasticity of substitution between intermediate goods</td>
<td>$\gamma$</td>
<td>34</td>
</tr>
<tr>
<td>Information rigidity</td>
<td>$\bar{\lambda}$</td>
<td>0.78</td>
</tr>
<tr>
<td>Persistence of idiosyncratic firms’ shocks</td>
<td>$\rho_\theta$</td>
<td>0.92</td>
</tr>
<tr>
<td>Persistence of interest rate shocks</td>
<td>$\rho_i$</td>
<td>0.5</td>
</tr>
<tr>
<td>Persistence of productivity shocks</td>
<td>$\rho_z$</td>
<td>0.89875</td>
</tr>
<tr>
<td>Risk aversion</td>
<td>$\sigma$</td>
<td>2</td>
</tr>
<tr>
<td>Standard deviation of idiosyncratic firms’ shocks</td>
<td>$\sigma^2_\theta$</td>
<td>0.05</td>
</tr>
<tr>
<td>Standard deviation of interest rate shocks</td>
<td>$\sigma^2_i$</td>
<td>0.0007</td>
</tr>
<tr>
<td>Standard deviation of productivity shocks</td>
<td>$\sigma^2_z$</td>
<td>0.00275</td>
</tr>
</tbody>
</table>