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I. INTRODUCTION

Nepal is a small, agriculture-based, landlocked country that has had a fixed exchange rate regime since 1960. It has sustained the current level of its peg toward the Indian rupee since 1993. Nepal’s narrow export base and its pegged exchange regime make the country vulnerable to price shocks in traded goods and to price pressures that arise from exchange rate fluctuations in major currencies. Despite its peg to the Indian rupee, fluctuations in the dollar and the euro do affect the Nepalese economy, since those shocks get transmitted to the local economy through the traded-goods sector.

Going forward, Nepal may become increasingly vulnerable to fluctuations in the world prices of its traded goods and exchange rate fluctuations. Currently, only 35–40 percent of Nepal’s GDP consists of traded goods. However, in September 2003, Nepal finalized WTO accession talks, which, in the near future, may lead to a significant opening of its economy. In addition, Nepal is expected to be at a disadvantage after the Multifiber Agreement (MFA) phase out in 2005, due to the lifting of quota restrictions on Indian and Chinese exports. Changes in the competitive structure and the opening of the Nepalese economy are likely to make Nepal’s pegged exchange rate more sensitive to external shocks.

In light of these vulnerabilities, this paper attempts to answers the question whether the Indian rupee is the correct anchor currency for the Nepalese rupee. The paper does not analyze the costs and benefits of a fixed-versus-flexible regime for Nepal, or does it analyze the level of the current peg.

A caveat applicable to the paper is that the export price index for Nepal needed to be constructed. The construction methodology introduced a bias in favor of the U.S. dollar, leading to an overestimation of the influence of the U.S. dollar on export prices.

Nonetheless, the analysis suggests that, currently, Nepal may be reasonably well off with its choice to peg its currency to the Indian rupee. Import prices in Nepal are solely influenced by the Indian currency area. Fluctuations between third currencies (U.S. dollar/rupee, euro/rupee), do not lead to inflationary or deflationary pressures in the import prices of Nepal. In contrast, the regression results suggest that Nepalese export prices do experience shocks from the U.S. dollar currency area. Therefore, when the U.S. dollar depreciates toward the Indian rupee, pressure builds up on export prices owing to the price-making power that the U.S. dollar has over the prices of Nepalese export goods.

The Indian rupee currently appears to be a reasonable anchor for the Nepalese rupee; but, going forward, as Nepal opens its economy and increases its exports, it may want to reevaluate

\[ \text{Calculated as exports plus imports, excluding re-exports, divided by GDP.} \]
whether pegging to a currency basket with a positive weight for the U.S. dollar may be a better policy option.3

Section II of this paper summarizes the traded-goods sector of Nepal, followed by a review of the optimal-currency-basket literature in Section III. Section IV summarizes the Sjaastad model. Section V explains the estimation method used in the paper and gives a detailed description of the data and of the construction of the export index. Section VI presents the estimation results, followed by conclusions in Section VII.

II. NEPAL’S TRADED-GOODS SECTOR

Nepal’s main export goods are readymade garments, carpets, and vegetable ghee. From the overseas exports (exports excluding India) approximately 30 percent consists of woolen carpets and 40 percent of readymade garments (Table 1).

In addition to the narrow export base, its dependence on India, the United States, and Germany as its trading partners adds to the vulnerability from shocks through fluctuations in major exchange rates. Garments are exported almost exclusively to the U.S. market, carpets to Germany, and vegetable ghee to India. In recent years, India accounted on average for over 50 percent of Nepalese exports and 40 percent of its imports (Table 2). The United States, the second largest export destination for Nepalese goods, accounted on average for 20 percent of exports.

3 Alternatively, Nepal can also evaluate the cost and benefits of moving toward a more flexible exchange rate regime.

<table>
<thead>
<tr>
<th>Value (In Nrs millions)</th>
<th>As a Percent of Overseas Exports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Readymade garments</td>
<td>7,752</td>
</tr>
<tr>
<td>Woolen carpet</td>
<td>6,109</td>
</tr>
<tr>
<td>Woolen and pashmina goods</td>
<td>1,852</td>
</tr>
<tr>
<td>Hides and goatskin</td>
<td>451</td>
</tr>
<tr>
<td>Other goods</td>
<td>2,245</td>
</tr>
<tr>
<td>Total</td>
<td>18,409</td>
</tr>
</tbody>
</table>


1/ Overseas exports exclude India.

<table>
<thead>
<tr>
<th>Exports In Percent</th>
<th>Imports In Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>India 28,865 60</td>
<td>India 45,364 43</td>
</tr>
<tr>
<td>United States 9,37819</td>
<td>Singapore 7,846 7</td>
</tr>
<tr>
<td>Germany 4,043 8</td>
<td>Malaysia 4,818 5</td>
</tr>
<tr>
<td>United Kingdom 809 2</td>
<td>Saudi Arabia 4,573 4</td>
</tr>
<tr>
<td>Italy 567 1</td>
<td>China 4,316 4</td>
</tr>
<tr>
<td>Japan 492 1</td>
<td>Switzerland 4,206 4</td>
</tr>
<tr>
<td>Other countries 4,142 9</td>
<td>Other countries 34,380 33</td>
</tr>
<tr>
<td>Total 48,296 100</td>
<td>Total 105,503 100</td>
</tr>
</tbody>
</table>

III. THE OPTIMAL CURRENCY BASKET

In the current literature, authors have searched for an optimal basket starting with the assumption that a basket is the best exchange rate policy. Studies by Bhandari (1985a and 1985b), Flanders and Helpman (1979), Turnovsky (1982), Flanders and Tishler (1981), and Lipschitz and Sundararajan (1980) focused on an optimal basket based on *ad hoc* criteria such as minimizing the variance in the balance of payments, and found that trade weighted baskets are the optimal policy choice. Those solutions assumed that a basket is the optimal solution and, since most countries trade with more than one country, the optimal basket under those criteria includes the currencies of all trading partners. Therefore, those solutions are unlikely to lead to a corner solution (a basket that includes only one country).

In this paper, corner solutions that allow a pure U.S. dollar peg or a pure Indian rupee peg are acceptable solutions. This is possible because in the Sjaastad (2000) model the weights of the basket are chosen according to the relative price-making power that countries have over the prices of traded goods of a given country. Trade flows are a significant component in deciding which countries may have price-making power, but they are not the only determinants. For example, most Asian countries have significant trade with Singapore. In the case of Malaysia, 23.3 percent of total exports go to Singapore, and 15.4 percent of total imports come from Singapore; but Singapore obviously does not determine the world prices of Malaysia’s traded goods, such as electrical machinery, crude petroleum, telecommunications, vegetable oil, etc. Since the price-making power of Singapore over Malaysia is likely to be low, the Singapore dollar does not need to be present in the Malaysian currency basket. If we were to follow the optimal currency basket literature described above, however, we would need to give a significant weight to the Singapore dollar in a basket for Malaysia.

Recent optimal basket studies such as those derived by Ito, Ogawa, and Sasaki (1998) improve upon the earlier models by building a model based on micro-foundations. In their model the oligopolistic exporter maximizes his profits so that the export price is endogenously determined in response to the exchange rates. Therefore, price “stickiness” is a result of optimizing behavior and is not an assumption as in the earlier models. The optimal solution in their model is to minimize fluctuations in trade balances. Their result is also closely related to the trade pattern seen in a particular country.

IV. THE MODEL

This paper uses the Sjaastad (1998 and 2000) model to determine, which currency bloc(s) Nepal belongs to. The Sjaastad model demonstrates that, if the price level in a country is affected by more than one currency bloc, then this country can isolate itself from shocks to its inflation and real interest rates by choosing a peg to a currency basket. The optimal weights for that basket, according to Sjaastad’s model, are the relative price-making powers that major currency countries have over that country.
In Sjaastad (1998 and 2000), the inflation and real interest rate of a small country \( x \) that pegs its currency to country \( k \) is determined by equation (1): (See appendix for derivation)

\[
\Pi_x = \dot{E}_{x,k} + \Pi_k + \sum_j \Theta_j \dot{E}^R_{k,j}, \quad \text{where} \sum_j \Theta_j = 1
\]

\[
r_x = r_k - \sum_j \Theta_j \dot{E}^R_{k,j}, \quad \text{where} \sum_j \Theta_j = 1
\]

The term \( \Theta_j \), measures the share of power possessed by country \( j \) in the world market for the goods traded internationally by country \( x \). For example, if the United States has the entire price-making power over country \( x \)'s traded goods, \( \Theta^US_x \) would be equal to one and all other \( \Theta_j \)'s would be equal to zero. \( \dot{E}^R_{k,j} \) are changes in the real exchange rate between country \( k \) and \( j \). In the standard analysis of sources of external inflation, only the first two terms on the right hand side of equation (1) are taken into account. Indicating that the inflation in a small country is solely determined by the inflation in the anchor country (\( \Pi_k \)), and by changes to the exchange rate rule (\( \dot{E}_{x,k} \)). However, since the breakdown of the Bretton Woods system, real exchange rates have been very volatile, and the third term has been a quantitatively important source of external price shocks. In Sjaastad’s model in addition to the inflation rate of the anchor country, the inflation and the real interest rate in the small country experiences shocks due to fluctuations in real exchange rates of the major currency countries. An important implication of equation (1) is that, while a credible exchange rate rule may result in interest rate parity, it is not sufficient to assure equality of real interest rates, and in the inflation rate.

Sjaastad shows that if the price making power \( \Theta \) of major currency countries is large, a country can only isolate itself from shocks by pegging to a currency basket. Equation (2) is a general expression for the inflation rate in the small country \( x \) when that country pursues an exchange rate rule based on a basket of the three major currencies (see appendix for derivation):

\[
\Pi_x = \Pi_w + \dot{E}_{x,B} + (\Theta^2 - \gamma_2) \cdot \dot{E}_{1,2} + (\Theta^3 - \gamma_3) \cdot \dot{E}_{1,3}
\]

Since country \( x \) pegs its currency to the basket \( B \), \( \dot{E}_{x,B} = 0 \), so it is clear that choosing the basket weights \( \gamma \) such that \( \gamma = \Theta \) will eliminate external price shocks. The inflation rate in the small country is going to be the world inflation rate, which is represented here by a weighted average of the inflation rates of the three major currency countries: \( \Pi_x = \Pi_w = \sum_{j=1}^3 \Theta_j \Pi_j \). And the real interest rate will be a weighted average of the real interest rates of the three major currency countries.

The exception, in which a single exchange rate rule could eliminate shocks to the inflation rate, occurs when the \( \Theta_j \)'s for the anchor country is one, and thus all other \( \Theta_j \)'s are zero. In that case, the inflation in the small country would be the same as the inflation in the anchor country. For
example, if Nepal were in a U.S. dollar currency area \( (\Theta_x^{aw} = 100\%) \), then once it pegged its currency to the U.S. dollar, its inflation (and real interest rates) would be equivalent to that in the United States.

V. Estimation Method

To estimate the \( \Theta \)’s we start with equation (3). Assuming that excess demand for goods \( q \) is a function of their real price and that excess demand has to add up to zero, Sjaastad (2000) derives the following key equation (for derivation refer to Sjaastad 2000 or 1998):

\[
PT_x = \sum_j \Theta^j_x \cdot (P_j + E_{x,j}), \quad \text{where} \quad \sum_j \Theta^j_x = 1
\]

In this text, capital letters indicate natural logarithms. \( PT_x, P_j, E_{x,j} \), represent the price index for traded goods in country \( x \), and an index of the price level of country \( j \), country \( j \)’s currency in terms of country \( x \)’s currency.

As indicated in equation (3) the sum of \( \Theta^j_x \) over \( j \) is equal to one. An intuitive explanation for this is the following hypothetical experiment. Keeping all exchange rates constant, if the price levels of the countries of the world were to double, then the prices of country \( x \)’s traded goods would also have to double.

Using the identities \( E_{x,j} = E_{x,i} + E_{i,j}, \ E_{x,i} = -E_{i,x}, \sum \Theta^j_x = 1 \) and adding \( E_{i,x} \) on both sides of the equation (3), we can rewrite the equation as:

\[
PT_x + E_{i,x} = \sum_j \Theta^j_x \cdot (P_j + E_{i,j})
\]

The term \( PT_x + E_{i,x} \) in equation (4) is the price of traded goods of country \( x \) converted to the currency of country \( i \). For notational simplicity we define \( PTF_x = PT_x + E_{i,x} \), where the capital \( F \) after the variable indicates that the variable is expressed in the currency of country \( i \).

Similarly, the term \( P_j + E_{i,j} \) is the price level of country \( j \) expressed in currency \( i \). Again, to simplify the notation, we define \( PF_j = P_j + E_{i,j} \). Using these definitions equation (4) becomes:

\[
PTF_x = \sum_{j=1}^M \Theta^j_x \cdot PF_j, \quad \text{where} \quad \sum_j \Theta^j_x = 1
\]

In the following estimations the U.S. dollar is used as currency \( i \), and all variables are transformed to U.S. dollar terms using equation (4). Since price data is available as a monthly variable, monthly exchange rate averages are used for the conversion of the prices. Note that the derivation does not depend on what currency is chosen as currency \( i \). As long as the left hand
side and the right hand side variables in equation (5) are expressed in a common currency, the choice of currency \(i\) does not affect the estimation of the \(\Theta^i_x\)’s.

The \(\Theta^i_x\)’s can be estimated using equation (5). There are several ways this can be done. One way of doing it is to construct the traded goods index, \(PTF_x\), as a weighted average of import price index \(IMP_x\), and export price index \(EXP_x\). In this paper another approach is used, equation (5) is estimated separately for imports and exports. First it is assumed that the import price index for Nepal is representative for the prices of traded goods of Nepal, estimating \(\Theta^{import}_x\) for import goods (assumes \(IMPF=PTF\)). Afterwards the export price index is used assuming that it is representative for the prices of traded goods of Nepal, estimating \(\Theta^{export}_x\) (assumes \(EXPF=PTF\)). The overall \(\Theta\) for traded goods is going to be between those two estimates.

Equation (5) is parameterized using an autoregressive distributed lag (ARDL) model, which permits taking into account that price changes do not affect the economy instantaneously. Equation (5) is rewritten as:

\[
A_x(L) \cdot PTF_{x,t} = \sum_{j} [B_x^j(L) \cdot PF_{j,t}]
\]

where \(A_x(L) = \sum_{i=0}^{N} a_{x,i} \cdot L^i\) and \(B_x^j(L) = \sum_{i=0}^{M} b_{x,i,j}^j \cdot L^i\) (6)

Writing out the details of equation (6) we get:

\[
PTF_{x,t} = \tilde{a}_{x,t} \cdot PTF_{x,t-1} + \ldots + \tilde{a}_{x,0} \cdot PTF_{x,t-N} + \sum_{j} [\tilde{B}_x^j(L) \cdot PF_{j,t}]
\]

where we define: \(- a_{x,t}/a_{x,0} \equiv \tilde{a}_{x,t}, - A_x(L)/a_{x,0} \equiv \tilde{A}_x(L), \) and \(B_x^j(L)/a_{x,0} \equiv \tilde{B}_x^j(L)\). Using the estimation coefficients, we can calculate the \(\Theta^i_x\)’s as:

\[
\Theta^i_x = \frac{B_x^j(1)}{A_x(1)} = \frac{B_x^j(1)}{1 - \sum_{i=1}^{N} \tilde{a}_{x,i}}
\]

where \(\tilde{B}_x^j(1) = \sum_{i=0}^{M} b_{x,i,j}^j, \quad A_x(1) = \sum_{i=0}^{N} a_{x,i}, \quad B_x^j(1) = \sum_{i=0}^{M} b_{x,i,j}^j\). (8)
VI. ESTIMATION RESULTS

In this section, the regression results—the weights \( \Theta_i \) for the currency basket—are presented. Table 3 summarizes the results of the augmented Dickey-Fuller test for all variables. The appropriate lag length for the augmented DF test was determined using AIC.

According to the DF test all variables in levels are either I(2) or I(1); therefore, to achieve stationarity, the data is second differenced.

The import price index used in this paper is the import goods component of the whole price index for Nepal, and therefore a reasonably good approximation for the import price index for Nepal.

The export index, as already mentioned was constructed. Nepalese total exports by export category were used as weights and were multiplied with the import price index for the corresponding SITC category for the United States.\(^4\) Since carpets are exported almost exclusively to Germany, it would have made sense to use German carpet import prices as a proxy for Nepalese carpet export prices. Unfortunately, Germany does not publish their third level SITC category, therefore this data was not available. The United States provides a breakdown of prices up to the third SITC level. However, unfortunately according to the Bureau of Labor Statistics there is no good proxy in the United States import prices that would reflect export prices for Nepalese carpets. Not having a proxy for carpet prices is almost surely leading to an underestimation of the influence of the euro area. Further, using the U.S. import prices as a proxy for Nepalese export prices is almost certainly leading to an overestimation of the influence of the U.S. dollar on Nepalese goods.

A. Regression Results Using Import Prices of Nepal as a Proxy for Traded-Goods Prices

Equation (7) is estimated using IMP = PTF. The Akaike Information Criteria (AIC) was used to determine the appropriate lag length for the regressions. For this estimation, various countries are used as the right hand side variables including Japan, India, the euro area, the United

\(^4\) The Bureau of Labor Statistics provided help regarding categorization. They indicated which subcategory in the United States import prices would be a good approximation for the export category of Nepal.
Kingdom, the United States, and various other countries. None of these countries except for India had a significant impact on the prices of import goods in Nepal.

Table 4 presents the regression results using the United States, India, and the euro area as explanatory variables. According to the model the basket weights $\Theta^j$’s for those three countries must add up to one. The hypothesis that the basket weights add up to one could not be rejected, with $F = 0.86$ and significance level of 0.36. Therefore, it was possible to impose the following unit sum restriction:

$$\Theta^USA_x + \Theta^Euro_x + \Theta^India_x = 1 = \frac{\tilde{B}^USA_x (1) + \tilde{B}^Euro_x (1) + \tilde{B}^India_x (1)}{1 - \sum_{i=1}^{N} \tilde{a}_{x,i}},$$ (9)

The regression coefficients in Table 4 are used to calculate the $\Theta$’s, as in equation (8). The price making power of India in this regression is 106 percent and suggest that the Indian price level and the exchange rate dictate the import prices in Nepal—there are no shocks to the import price level of Nepal that arise from fluctuations between the exchange rate of the anchor country and other major currency countries.

As already mentioned, Nepal imports 43 percent of its goods from India (Table 2). The second largest major import partner is Singapore with 7 percent of total imports and the United States accounts for only 2 percent of total imports of Nepal. Considering the large percentage of imports from India, and the fact that there is no other country in the world that accounts for a major percentage of Nepalese imports it is not surprising that India has sole price making power over the prices of import goods.

It is important to notice that the coefficient in Table 4, for the euro area, and the United States are not significant. Therefore, these two can be dropped from the regression. To test whether India has 100 percent price making power over the import prices of Nepal, the unrestricted regression is run using only India as the right hand side variable. The test that $\Theta$ for India

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Value</th>
<th>Standard Error</th>
<th>T-statistic</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sum_{i=1}^{N} \tilde{a}_{Nepal,j}$</td>
<td>-1.35</td>
<td>0.49</td>
<td>-2.77</td>
<td>0.01</td>
</tr>
<tr>
<td>$\tilde{B}^USA_{Nepal}$</td>
<td>0.22</td>
<td>0.79</td>
<td>0.28</td>
<td>0.77</td>
</tr>
<tr>
<td>$\tilde{B}^Euro_{Nepal}$</td>
<td>-0.36</td>
<td>0.26</td>
<td>-1.38</td>
<td>0.17</td>
</tr>
<tr>
<td>$\tilde{B}^India_{Nepal}$</td>
<td>2.49</td>
<td>0.69</td>
<td>3.60</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Source: Regression results.
is 1 cannot be rejected, with $F = 0.00$ and significance level 0.97. This confirms that India is the sole price maker for the prices of import goods of Nepal.

**B. Regression Results Using Export Prices of Nepal as a Proxy for Traded-Goods Prices**

The same approach was applied to estimate the $\theta$ for export prices. The only countries with a significant impact on the prices of Nepalese exports prices were the United States and India. Table 5 summarizes the regression results. The price-making power of the United States over the export goods of Nepal is 71 percent, whereas India has a price-making power of 29 percent. It is important to note that the euro area was dropped in this regression, since the coefficient was not significant.

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Value</th>
<th>Standard Error</th>
<th>T-statistic</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sum_{i=1}^{N} \hat{a}_{Nepal,i}$</td>
<td>-2.43</td>
<td>1.30</td>
<td>-1.88</td>
<td>0.07</td>
</tr>
<tr>
<td>$\hat{B}_{USA}$</td>
<td>2.43</td>
<td>1.45</td>
<td>1.68</td>
<td>0.10</td>
</tr>
<tr>
<td>$\hat{B}_{India}$</td>
<td>1.00</td>
<td>0.50</td>
<td>2.02</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Source: Regression results.

Sixty percent of Nepalese exports go to India and 19 percent go to the United States (Table 2). The Sjaastad model is concerned with the price-making power of countries. The United States, owing to the wide usage of dollar in trade transactions and the size of its economy, has a large impact on the world prices of traded goods. Therefore, even if only 19 percent of Nepalese exports go to the United States, the United States may still have a significant impact on Nepalese export prices, but the impact is likely to be less than is estimated in this paper.

**VII. CONCLUSIONS**

The analysis concludes that currently Nepal is reasonably well off with its choice to peg to the Indian rupee. Going forward, however, as Nepal opens its economy and increases its exports, it may want to reevaluate whether pegging to a currency basket with a positive weight for the U.S. dollar may be a better policy option. If Nepal had pegged its currency to a basket that included the U.S. dollar, then during the recent depreciation of the U.S. dollar against the Indian rupee, the Nepalese rupee would have automatically depreciated somewhat with the U.S. dollar.

One interesting aspect of the regression results was the asymmetry of shocks between the export and import sectors. Currently, import prices are solely determined by the Indian currency area; therefore, pegging to the Indian rupee eliminates shocks arising from the prices of imported goods. On the export side however, Nepal does experience large shocks. Currently imports make up 69 percent of the traded goods; however, as exports become a greater share of GDP, shocks that are transmitted to the local economy through the prices of export goods will become increasingly important.
The regression results suggest that on the export side, 71 percent of the price-making power belongs to the United States. As explained in detail previously, the construction of the export index introduces a bias in favor of the United States. Therefore, the regression results for exports overestimate the influence of the United States and underestimate the influence of the euro area and India. Nonetheless, the regression results can be used to put an upper boundary on the influence of the U.S. dollar on Nepal’s economy. For example, since 69 percent of Nepal’s total trade currently consists of imports, using that ratio as a weight, we can calculate the price-making power of the U.S. dollar on Nepalese traded goods. Accordingly, the overall price-making power of the United States on Nepal’s traded goods is 22 percent.

\[ \Theta^{USA}_{Nepal} = 31\% \cdot \Theta_{Imports} + 69\% \cdot \Theta_{Exports} = 22\% \]

These results indicate that even currently, Nepal experiences some pressure on its traded-goods sector during periods of strong U.S. dollar depreciation; however, if Nepal had a currency basket, these adjustments would take place automatically.
Derivation of Exchange Rate Basket

Equations (10) to (19) summarize the Sjaastad (2000) model. Defining \( E_{x,j}^R \equiv P_j + E_{x,j} - P_x \) as the purchasing power parity (PPP) real exchange rate of country \( x \) with respect to that of country \( j \), we can rewrite equation (3) as:

\[
PT_x = P_x + \sum_j \Theta_x^j \cdot E_{x,j}^R
\]  

(10)

Assume now that a small country \( x \) has adopted a credible exchange rate rule with respect to currency \( k \). After some manipulations and using the identity \( E_{x,j} = E_{k,j} + E_{x,k} \), equation (10) can be written as:

\[
PT_x = E_{x,k} + P_k + \sum_j \Theta_x^j \cdot E_{k,j}^R
\]  

(11)

Writing equation (11) in terms of changes, we get (12), where the notation is obvious.

\[
\Pi_x^T = \dot{E}_{x,k} + \Pi_k + \sum_j \Theta_x^j \cdot \dot{E}_{k,j}^R
\]  

(12)

The price level of a country is a weighted average of the prices for its traded and nontraded goods \( P_x = \alpha_x \cdot PNT_x + (1 - \alpha_x) \cdot PT_x \). Therefore equation (12) can be extended to the overall price level of country \( x \):

\[
P_x = \alpha_x \cdot (PNT_x - PT_x) + (E_{x,k} + P_k) + \sum_j \Theta_x^j \cdot E_{k,j}^R
\]  

(13)

Ignoring the first term in equation (13) and writing it in terms of changes gives us:

\[
\Pi_x = \dot{E}_{x,k} + \Pi_k + \sum_j \Theta_x^j \cdot \dot{E}_{k,j}^R
\]  

(14)

The interest rate in a small country following an exchange rate rule can be written as:

\[
i_s = i_X + \dot{E}_{s,X} + \text{spread}
\]

\[
r_s = i_s - \Pi_s
\]  

(15)

Using equation (14), we get:

\[
r_s = i_s - \dot{E}_{s,X} - \Pi_X - \sum_j \Theta_X^j \cdot \dot{E}_{X,j}^R
\]

\[
r_s = r_X - \sum_j \Theta_X^j \cdot \dot{E}_{X,j}^R + \text{spread}
\]  

(16)
As can be seen from the equation (16), movements in the real exchange rate in the $j$ countries lead to shocks in the inflation rate of country $x$ that has pegged its currency to country $k$. While a single-currency exchange rate rule cannot eliminate the shocks to the inflation rate arising from real exchange rate movements, a rule based on a basket of currencies—whereby a basket that is chosen such that the weights are equal to the $\Theta_j^x$’s—can eliminate those shocks. A single-currency exchange rate rule is a special case of a currency basket. As explained in Sjaastad (2000), a rule based on a basket allows yet another degree of freedom, namely the choice of the basket weights. Therefore, the basket weights can be chosen to eliminate deflationary and inflationary shocks to the inflation and the real interest rates.

To illustrate this, consider three major currency blocs (the U.S. dollar, the German mark, and the yen) referred to as currencies 1, 2, and 3, respectively. The number of units of currency $j$ in the basket is referred to as $x_j$ and $e_{1,j}$ denotes the value of currency $j$ in terms of currency 1, where $\ln(e) = E$. The basket is labeled “$B$” and its value in terms of currency 1 is given by:

$$e_{1,B} = \sum_{j=1}^{M} e_{1,j} \cdot x_j = x_1 + e_{1,2} \cdot x_2 + e_{1,3} \cdot x_3$$  \hspace{1cm} (17)

To get the price of the basket in terms of the currency of the small country $x$, we multiply the two exchange rates.

$$e_{x,B} = e_{x,1} \cdot e_{1,B} = e_{x,1} \cdot (x_1 + e_{1,2} \cdot x_2 + e_{1,3} \cdot x_3)$$  \hspace{1cm} (18)

And this also defines the exchange rate rule adopted by country $x$. By letting $\gamma$ be the weight of the three $j$ currencies in that basket and writing equation (18) in terms of logarithmic changes, we get:

$$\hat{E}_{x,1} = \hat{E}_{x,B} - \gamma_2 \cdot \hat{E}_{1,2} - \gamma_3 \cdot \hat{E}_{1,3},$$

where $\gamma_j \equiv (e_{1,j} \cdot x_j)/(x_1 + e_{1,2} \cdot x_2 + e_{1,3} \cdot x_3)$  \hspace{1cm} (19)
References


