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I. INTRODUCTION

Currency crisis models use macroeconomic variables to predict the probability of a currency crisis. Two features of useful currency crisis forecasting models combine to create econometric problems. First, they typically forecast the probability of crisis several months or even years ahead. Such long-horizon forecasts are useful to the extent that they reflect the lags between analysis, policy change, and outcomes. The second feature of a useful system is that it makes use of the highest-frequency data available in updating forecasts. For example, the IMF has attempted to predict the probability of a crisis over a two-year period while updating forecasts monthly.²

This combination of features—that is, a forecast horizon longer than the frequency at which the forecast is updated—results in serially correlated prediction errors in situations in which both the dependent variable and the explanatory variables are themselves serially correlated.

Serially correlated errors can present a variety of problems. In the models we have in mind, the dependent variable is defined as a \{0, 1\} outcome, and the observations are from a panel of countries. For nonlinear models such as a probit, coefficient estimates are consistent, as long as the model is otherwise correctly specified.³ The standard errors, however, will, in general, be biased.

Applied early-warning systems have generally ignored the problems associated with autocorrelation inherent in the econometric model. As a result, the estimations produce incorrect \( t \)-statistics.⁴

² The two year forecast horizon is used, for example, in Kaminsky, Lizondo, and Reinhart (1998) and Berg and Pattillo (1999). Of course, private sector/market-oriented models are much more interested in short-run forecasts. The issue is discussed in Berg, Borensztein, Milesi-Ferretti, and Pattillo (1999). For a recent survey of the crisis early warning system literature, see Abiad (2003).

³ Poirier and Ruud (1988) and Gourieroux, Monfort, and Trognon (1984) establish this under fairly general conditions; later in this paper, we briefly discuss their application to our case. See Estrella and Rodriguez (1998) for a more extended discussion in a similar context.

⁴ The previous published work of one of us is, of course, vulnerable to this criticism Berg and Pattillo (1999). Other papers that appear to contain estimates with the same error include Schnatz (1999); Goldstein, Kaminsky, and Reinhart (2000); Reinhart (2000); Bussiere and Fratzscher (2002); Komulainen and Lukkarila (2003); Sy (2003); and Leblang and Satyanath (2003). Using very different setups, Burkart and Coudert (2000) and Osband and Van Rijckeghem (2000) have related problems; the latter acknowledge and briefly discuss the issue. Some early-warning-system papers, particularly those used for analytic rather than predictive purposes, avoid the problem because they focus only (continued…)
In this paper, we illustrate the problem and correct it in the context of the Berg and Pattillo (1999) (hereinafter referred to as BP) early-warning-system framework, a variant of which has been employed at the IMF (Berg, Borensztein, Milei-Ferretti, and Pattillo, 1999). In our application, the dependent variable is highly serially-correlated, since if a crisis looms, say, 22 months ahead, it also looms 21 months ahead, and so on. Meanwhile, the levels of the explanatory variables, such as the degree of exchange rate overvaluation, tend to be similar from month to month. Thus, if a model fails to predict a crisis one month, it will likely fail to predict it the next.

To correct the standard error estimates, we follow Estrella and Rodriguez (1998) and compute a heteroskedasticity- and autocorrelation-corrected (HAC) covariance matrix along the lines of Hansen (1982). Finite-sample properties of such matrices depend on a variety of choices for which asymptotic theory provides little guidance. We thus use Monte Carlo simulations to test the proposed procedure on simulated data that mimics key features of the BP data. For comparison, we also calculate bootstrap estimates of the standard errors.

We find that (1) the uncorrected probit results in substantial underestimates of the true standard errors, up to a factor of four for highly serially correlated explanatory variables; and (2) the HAC procedure produces accurate standard errors in the simulation. The bootstrap standard errors agree closely with the HAC estimates. Finally, we apply the HAC and bootstrap procedures. We find that (3) for the actual BP currency crisis data, the standard errors are greatly increased, though three out of the five variables remain significant at conventional significance levels; one becomes marginally insignificant, and the fifth loses significance.

---


5 See den Haan and Levin (1997) for a review. The amount of information contained in a typical EWS sample may be smaller than the sample size would suggest. While the BP sample contains 5,025 observations, only 16 percent have a dependent variable with a value of 1.

6 For the updated model described in Berg, Borensztein, Milei-Ferretti, and Pattillo (1999), in which short-term debt/reserves replaces M2/reserves, all the variables remain at least marginally significant.
II. EMPIRICAL FRAMEWORK

A. The Model

We briefly describe the Berg and Pattillo (1999) (BP) early-warning-system framework and report the estimated results. This model has displayed a reasonable degree of success in predicting crises, both in-sample and out-of-sample, and in an updated form has been used internally within the IMF, along with other models, since 1999. As discussed in the introduction, the problems we discuss are shared with a number of other EWS models.7

BP define \( C_{i,t}=1 \) if there is a currency crisis in period \( t \) for country \( i \). A crisis occurs, by definition, when both the exchange rate and reserves decline by more than a critical level. We are interested in assessing the likelihood of a crisis sometime in the near future, rather than predicting the exact month of a crisis. Given the interest in predicting crises several months ahead, and the view that vulnerability but not exact time may be predictable, define \( c_{24i,t} = 1 \) if there is a crisis sometime within the next 24 months, 0 otherwise. Thus,

\[
C_{24_{i,t}} = 1 \text{ iff } \sum_{r=1}^{24} C_{i,t+r} > 0 \quad (1)
\]

Further, the probability of a crisis in the next two years is a function of a set of variables, \( X \):

\[
P(C_{24_{i,t}} = 1) = F(X_{i,t}\beta) \quad (2)
\]

where \( F \) is the cumulative normal distribution. There are five variables included in \( X_{i,t} \): a measure of real exchange rate overvaluation, the 12-month8 change in reserves, the 12-month change in exports, the four-quarter moving average of the current account balance as a share of GDP, and the ratio of M2 to reserves. BP use this model to estimate the 24-

---

7 For a more extensive discussion of the role of this and other models in the Fund, see Berg, Borensztein, Milesi-Ferretti, and Pattillo (1999). For an out-of-sample evaluation of various crisis prediction models in practice, see Berg, Borensztein, and Pattillo (2004).

8 In Kaminsky, Lizondo and Reinhart (1998), Berg and Pattillo (1999), and Berg, Borensztein, Milesi-Ferretti, and Pattillo (1999), the variables in \( X_{i,t} \) are transformed into percentile terms, whereby each is measured in terms of percentiles of country i’s distribution for the underlying variable.
month probability of a currency crisis over an unbalanced panel of 304 monthly
observations (January 1970 to April 1995) from each of 23 countries (Table 1, columns 1
to 3).9

B. Serial Correlation Problem

The construction of the C24 variable induces serial correlation in the errors. Whenever
C24 takes a value of 1, it does so for 24 consecutive periods, which implies the errors in
the model are serially correlated for 24 periods. There is also substantial serial correlation
in the right-hand-side variables. This induces a similar pattern of serial correlation in the
residuals from the probit estimation, resulting in inconsistent estimates of the probit
standard errors.

Figure 1 shows the value of C24, the predicted probabilities from the model, and the five
right-hand-side variables for Argentina, the first country in the sample (alphabetically). It
shows the high degree of persistence of both the left and most of the right-hand-side
variables in equation 1.10

C. Heteroskedasticity- and Autocorrelation-Corrected (HAC) Estimates of
Standard Errors

Following Estrella and Rodrigues (1998), we construct the usual probit (quasi-maximum
likelihood (QML)) estimates of the beta coefficients as well as HAC estimates of the
covariance matrix. Let \( F(\cdot) \) and \( f(\cdot) \) denote the cumulative normal and standard normal
distributions respectively, with \( C24t \) and \( tX'\beta \) defined in equation 1 and 2 above.

9 Results for the updated model used internally at the IMF and described in Berg,
Borensztein, Milesi-Ferretti, and Pattillo (1999) (called the “DCSD” model for historical
reasons) are reported in the second panel of Table 1. There are two differences between
the models: the DCSD model uses short-term debt/reserves instead of M2/reserves and
(2) the sample is smaller, dropping one country (Taiwan, Republic of China), and

10 Four of the variables are highly persistent. Coefficients in an AR1 representation of
these series from a pooled regression are above 0.9 for four of the variables, with only
export growth notably less persistent, with an AR1 coefficient of 0.57. Im-Pesaran-Shinn
(2002) tests in heterogeneous panels nonetheless allow a rejection of the null of a unit
root for all the variables except the current account/GDP, where the \( t_{\text{bar}} \) statistic has a
value of -1.1 (the critical value at the 10 percent level is -1.75). We are comfortable
assuming stationarity even here, on the grounds that it is \textit{a priori} reasonable to suppose
that the current account as a share of GDP does not contain a stochastic trend. Moreover,
the time series is reasonably short for these purposes at about 25 years, implying low
power to reject stationarity.
Consider the following log-likelihood function, which would be appropriate if the observations were iid:

\[ \log L = \sum_{t=1}^{T} \left\{ c24_t F_t + (1 - c24_t)(1 - F_t) \right\} \quad (3) \]

Maximizing this log-likelihood function produces the usual probit results as QML estimates. The first-order conditions for the usual estimates of \( \beta \) are:

\[ \sum_{t=1}^{T} h_t = 0 \]

where

\[ h_t = \frac{[C24_t - F(\beta' X_t)] f(\beta' X_t) X_t}{F(\beta' X_t)[1 - F(\beta' X_t)]} \quad (4) \]

The resulting estimates of \( \beta \), denoted \( \hat{\beta}^{QML} \), are the standard probit estimates. They are consistent in the presence of serial correlation.\(^{11}\)

The maximum likelihood estimates of the variance-covariance matrix for the estimated coefficient estimates \( V_{\beta}^{QML} \) is equal to

\[- H_0^{-1}, \text{ where } H_0 = \sum_{t=1}^{T} \frac{- f_t^2 X_t' X_t}{F_t(1 - F_t)} \]. As mentioned above, in general this estimate will be inconsistent in the presence of serial correlation of the C24 variable and the X variables.

An alternative estimator of the \( V_{\beta} \) is the HAC estimator, associated with Generalized Method of Moments (GMM) estimation techniques. This estimator is built from the sample autocovariances of \( h \) (from equation 4):

\[ 11 \text{ Sufficient conditions are (1) that the errors in the probit relationship are homoskedastic and well-behaved and (2) that the distribution of } X_{t,j} \text{ is stationary and ergodic, as discussed in Wooldridge (1994). We assume this here, with stationarity discussed in footnote 10.} \]
\[ \hat{\Omega}_j = \frac{1}{T} \sum_{t=j+1}^{T} h_t h'_{t-j} \]  

Following Hansen (1982), we construct a family of estimators of the covariance of \( h \):

\[ \hat{\mathbf{S}} = \hat{\mathbf{\Omega}}_0 + \sum_{j=1}^{m} \lambda_j (\hat{\mathbf{\Omega}}_j + \hat{\mathbf{\Omega}}'_j) \]  

where \( \lambda_j = 1 \) in Hansen (1982) and \( \lambda_j = 1 - j/(m+1) \) in Newey and West (1987). The parameter \( m \) represents the maximum number of lags across which the \( h_t \) terms may be correlated. If \( m \) grows with the sample size, this matrix is a consistent estimator of the covariance matrix of the orthogonality conditions.

As shown in Estrella and Rodrigues (1998) and following Hansen (1982), the HAC heteroskedasticity- and autocorrelation-corrected estimate of the variance-covariance matrix of the QML estimator of the coefficients is

\[ V_{\beta}^{HAC} = H_0^{-1} \hat{\mathbf{S}} H_0^{-1} \]  

We follow Hansen (1982) in assuming \( \lambda_j = 1 \); that is we assume an equal weighting of the interactions between current observations and past observations. We also set \( m=30 \), which means the covariance estimator only incorporates the interactions between the current and past thirty observations for each \( t \) (remember from equations 1 and 2 that the overlapping forecasts are 24 periods ahead).\(^{12}\)

**D. Bootstrap Estimates of Standard Errors**

An alternative estimate of \( V_\beta \) is readily available through bootstrap methods. The basic idea is simple. (i) We draw, with replacement, from the set of actual data used to estimate equation 1. That is, we start with an empty data set. We then pick a country at random and include the actual data from that country to the data set. We repeat, with replacement, as many times as there are countries in the sample. (2) Estimate \( \hat{\beta}^{QML} \) as described

\(^{12}\) We discuss below the sensitivity of our results to variants such as using Newey-West weighting, different lag lengths, and different sample sizes. The structure of C24 suggests that the serial correlation for that variable should be constant for 24 periods then drop off to nothing, providing some a priori justification for our choice of kernel and for setting \( m \) equal to a number slightly above 24.
above. Call this estimate $\hat{\beta}^{BS}(j)$. (3) Repeat $j$ times (we typically generated 500 estimates). Then estimate the bootstrap variance of $\hat{\beta}$, $V^{BS}_\beta$, as the variance of $\hat{\beta}^{BS}(j)$ across the $j$ samples.\(^{13}\) Under certain conditions, this is a consistent estimator with acceptable small-sample properties.

### III. MONTE CARLO SIMULATIONS

Before applying our HAC and bootstrap variance estimators to the actual BP data, we use Monte Carlo simulations to demonstrate how inaccurate the standard probit standard errors are in this situation. We then ask whether the HAC and bootstrap estimators are better. In order to carry out these tests, we generate data similar to that used by BP and apply the various estimators. By repeating this process many times, we can observe the actual variance (across simulation runs) of the estimators, and compare this to the estimates of the variance produced by the regressions.

We first generate a panel data set of independent variables with autocorrelation properties similar to those in the BP data. Specifically, for each country $i$ we generated five independent variables $X_{i,t}$ as AR1 processes with normal errors, with the same first-order autocorrelation coefficients as in the five variables in the BP data. We then construct a crisis variable $C_{i,t}$ and the resulting $C_{24}$ variable as follows:

\[
C_{i,t} = 1 \quad \text{iff} \quad F(X_{i,t}, \gamma) > -\epsilon_{i,t} \quad \text{for} \quad \epsilon_{i,t} \sim N(0,1)
\]

\[
C_{24,t} = 1 \quad \text{iff} \quad \sum_{j=0}^{23} C_{i,t+j} > 0
\]

We then estimate the BP model described in equation 2 using both the standard probit methodology and also calculating the HAC and bootstrap variance-covariance matrices described above. We repeat 500 times. We can then calculate the standard probit results, that is the mean values across the 500 runs of the estimated betas, $\tilde{\beta}^{QML}$, the mean values of the estimated standard errors, $\left(V^{QML}_\beta\right)^{1/2}$ and the mean associated t-statistics. We

\(^{13}\) See Efron and Tibshirani (1994) for an introduction. Note that the bootstrap technique could be used to calculate confidence intervals directly, which would avoid requiring the assumption that $\hat{\beta}$ is distributed normally. Instead, we calculate the bootstrap standard errors and implied t-statistics because we are using the bootstrap estimates primarily to check our HAC results.
report these in columns 1, 3 and 4 of Table 2.\textsuperscript{14} For comparison, column 2 shows the standard deviation across simulations of $\hat{\beta}$. A good standard error estimate for $\beta$ would be close to the observed standard deviation of $\hat{\beta}$. In fact, the actual variance of $\beta$ across runs is much higher than the average estimated standard error, by 50 percent for the relatively non-persistent export growth variable but by a factor of above 4 for the most persistent variables.

The accuracy of the estimated standard errors is soundly rejected statistically. We take as the null hypothesis that $\beta = \hat{\beta}^{QML}$ and that the standard error estimates are correct. If true, we should find this hypothesis rejected at the 5 percent significance level in about 5 percent of the simulations. The fifth column of Table 2 shows the fraction of the simulations in which this hypothesis is in fact rejected, and in parentheses the probability of finding rejections this often if the standard error estimates are correct. All these p-values are below 0.01.

How do the alternative standard error estimates fare? Table 2 reports the mean values of the HAC standard errors associated with $\hat{\beta}^{HAC}$ and the associated t statistics for the hypothesis $\beta = 0$. These estimated standard errors match the observed standard deviation of $\hat{\beta}$ quite closely (within ± 8 percent). For all but one of the variables, we cannot reject the hypothesis that the estimated standard errors are correct at conventional measures. Even for the fifth variable, export growth, the standard error is qualitatively close though statistically not perfect. The bootstrap estimates are similar to the HAC estimates, though slightly more accurate.\textsuperscript{15}

The HAC corrections do not create major problems in situations where they are not necessary. For similar simulations but for serially uncorrelated X variables, the maximum

\textsuperscript{14} Note that we have not generated our simulated C24 variable based on its relationship to $F(X\beta)$, but rather indirectly through an assumed relationship between C and $F(X\gamma)$. That is, data generating process requires an assumption on $\gamma$, not $\beta$. We do not know the theoretical relationship between $\gamma$ and $\beta$, so we do not know what the value of $\beta$ should result from the monte carlo estimation. Thus, we cannot confirm directly that our probit estimates of $\beta$, $\hat{\beta}^{QML}$, are consistent. We rely on the theorems discussed in footnote 11. In practice, in setting up the monte carlo we initially experiment with different values of $\gamma$ until we find those that result in estimated values of $\beta$ that are close to the values observed in BP.

\textsuperscript{15} The tests reported in column 5 are for two-tailed confidence intervals. For one-tailed tests (i.e. where the alternative hypothesis is that $\beta>0$), the HAC and bootstrap standard errors are somewhat better still and the hypothesis that the tests have the correct size cannot be rejected at standard significance levels.
likelihood estimates of the standard errors are fine, but so are the HAC and bootstrap standard errors (Table 3).\textsuperscript{16}

The HAC estimators require large sample sizes in our context. Figure 2 shows the mean values across simulations of the estimated standard errors, \(\left(\hat{\sigma}_{\hat{\beta}}^{QML}\right)^{1/2}\), divided by the standard deviation \(\hat{\sigma}_{\hat{\beta}}\), for simulations identical to that presented in Table 2 but for different sample sizes. With samples of about 3000, such as those used to estimate the DCSD EWS model, the HAC standard errors work about as well as with the BP sample size presented in Table 2. As sample sizes fall to about 1500 or so, though, the standard errors are off by amounts that would likely be unacceptable economically, with standard errors up to 30 percent too small.\textsuperscript{17}

### IV. Estimation of Currency Crisis Data

We now apply our alternative estimators to the actual data used in BP. Table 1 columns 4 through 7 show the estimation results for the original uncorrected probit model as well as the HAC and bootstrap-based standard errors. As expected from the simulations, the standard errors are much higher, particularly for the most persistent variables. Three of the five variables remain significant at the 5 percent level however. One more (export growth) is now significant only at the 10 percent level, while M2/Reserves is not significant. Note that, as above, the bootstrap and the HAC estimates agree fairly closely with each other.\textsuperscript{18}

### V. Conclusion

In this paper, we have documented and addressed the problems caused by serial correlation in the context of crisis early-warning-system models estimated as panel probit regressions—the estimates of standard errors tend to be much too low. The problem is quite general and occurs whenever the model forecasts several periods ahead. The need to

\textsuperscript{16} For the simulations in Table 3, none of the independent variables are serially correlated. Note that the estimated maximum-likelihood standard error for the constant is still incorrect.

\textsuperscript{17} We tried using Newey-West standard errors, but found that this method worked more poorly in our framework. We also experimented with different lag lengths (m in equation (6)) and found that increasing above 30 did not help, while going much smaller (say 15) resulted in poorer estimates. Results are available from the authors on request.

\textsuperscript{18} For the DCSD model presented in the bottom panel of Table 1, all the variables remain significant, though export growth marginally so.
provide up-to-date forecasts over substantial horizons implies that most applied models will have this feature.

We have demonstrated that applying a standard maximum-likelihood probit technique to data such as that used in BP results in substantial underestimation of the size of the standard errors, by as much as a factor of four for highly persistent independent variables. We have also demonstrated through Monte Carlo simulation that HAC standard errors are good estimates of the actual standard errors. We confirmed this by finding that a quite different bootstrap technique gives similar results. Applying these techniques to the BP regressions, we find that most of the variables remain statistically significant, though substantially less so than the original probit estimates suggested.

This paper could be a footnote: because of overlapping forecasts and the resulting uncorrectable serial correlation, GMM is the appropriate estimation technique for the panel probits used in BP and similar models. We have expanded it for several reasons. First, a number of papers, particularly by practitioners, have been making the same mistake as BP in running simple probit regressions. In part, this may be because few packages can automatically produce a HAC estimator for a nonlinear model, such as a probit in a panel setting. Second, theory does not tell us much about how serious the problem is in practice or whether the asymptotically correct solutions will work well in a particular sample. Third, the new results with respect to the BP and related models may themselves be of interest.
Figure 1. Argentina: C24, Predicted Probabilities, and Independent Variables


Notes:
C24 takes a value of 1 when there is a crisis sometime in the next 24 months, 0 otherwise.
Predicted probability is the probability of a currency crisis sometime in the next 24 months, following Berg and Pattillo (1999).
Other variables are transformed into percentiles. Each is measured in terms of percentiles of Argentina's distribution for the underlying variable.
Figure 2. Mean of Estimated Standard Errors / Standard Deviation of Estimated Coefficient

Source: Authors' calculations
Table 1. Probit Early-Warning-System (EWS) Models

<table>
<thead>
<tr>
<th>Variable</th>
<th>Original Estimates</th>
<th>Alternate Standard Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>BP Model (from Berg and Pattillo (1999))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample: 5025 observations (23 countries, 1970:1 to 1995:4) of which 813 with dependent variable = 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-2.6389</td>
<td>0.089854</td>
</tr>
<tr>
<td>Current account/GDP</td>
<td>0.0083</td>
<td>0.000872</td>
</tr>
<tr>
<td>Export growth</td>
<td>0.0030</td>
<td>0.000817</td>
</tr>
<tr>
<td>Real exchange rate deviations</td>
<td>0.0108</td>
<td>0.000797</td>
</tr>
<tr>
<td>Reserve growth</td>
<td>0.0060</td>
<td>0.000961</td>
</tr>
<tr>
<td>M2/reserves</td>
<td>0.0025</td>
<td>0.000880</td>
</tr>
<tr>
<td>DCSD Model (Based on Berg, Borensztein, Milesi-Ferretti, and Pattillo (1999))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample: 3034 observations (22 countries, 1985:12 to 1997:12) of which 518 with dependent variable = 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-3.8756</td>
<td>0.151446</td>
</tr>
<tr>
<td>Current account/GDP</td>
<td>0.0158</td>
<td>0.001235</td>
</tr>
<tr>
<td>Export growth</td>
<td>0.0045</td>
<td>0.001253</td>
</tr>
<tr>
<td>Real exchange rate deviations</td>
<td>0.0121</td>
<td>0.001188</td>
</tr>
<tr>
<td>Reserve growth</td>
<td>0.0089</td>
<td>0.001189</td>
</tr>
<tr>
<td>Short-term external debt/reserves</td>
<td>0.0149</td>
<td>0.001155</td>
</tr>
</tbody>
</table>

Source: Authors' calculations.

Note: The abbreviation "std. err." denotes standard errors.

1/ All coefficients should be positive since variables such as reserve growth, export growth, and real exchange rate deviations from trend have been multiplied by -1.
Table 2. Comparison of Standard Error Estimates: Monte Carlo Simulation Results for BP-Like Data
(500 Monte Carlo runs, 200 bootstrap draws each)

<table>
<thead>
<tr>
<th>Variable</th>
<th>( \hat{\beta} ) Mean</th>
<th>( \hat{\beta} ) s.d.</th>
<th>Maximum Likelihood</th>
<th>HAC</th>
<th>Bootstrap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \hat{\beta} ) Mean</td>
<td>( \hat{\beta} ) s.d.</td>
<td>Mean of ( \hat{\sigma} )</td>
<td>Mean of ( \hat{\sigma} )</td>
<td>Mean of ( \hat{\sigma} )</td>
</tr>
<tr>
<td>Constant</td>
<td>-2.51</td>
<td>0.33</td>
<td>0.10</td>
<td>-25.4</td>
<td>0.33</td>
</tr>
<tr>
<td>Current Account/GDP</td>
<td>0.81</td>
<td>0.32</td>
<td>0.07</td>
<td>11.1</td>
<td>0.29</td>
</tr>
<tr>
<td>Export Growth</td>
<td>0.34</td>
<td>0.13</td>
<td>0.09</td>
<td>3.8</td>
<td>0.14</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>0.90</td>
<td>0.27</td>
<td>0.06</td>
<td>14.1</td>
<td>0.25</td>
</tr>
<tr>
<td>Reserve growth</td>
<td>0.64</td>
<td>0.28</td>
<td>0.09</td>
<td>7.3</td>
<td>0.29</td>
</tr>
<tr>
<td>M2/reserves</td>
<td>0.26</td>
<td>0.31</td>
<td>0.08</td>
<td>3.3</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Source: Authors' calculations

Notes:
There are 5,014 observations (of which 16 percent with dependent variable = 1) in 23 countries.
Columns (1), (3), and (4) present the mean across the 500 simulation runs of the estimated values of \( \beta \), \( \sigma \) at \( t \) respectively, estimated as standard probit regressions. Column (2) presents the standard deviation of the estimated \( \beta \) across the 500 runs. Column 5 shows the fraction of the runs in which the hypothesis \( \beta = \hat{\beta} \) (i.e. that \( \beta = \hat{\beta} \) is its average estimated value across the 500 runs) can be rejected in favor of the hypothesis that \( \beta \neq \hat{\beta} \). In parentheses of column (5) is the p-value that this hypothesis would be rejected this often if the standard error estimates were correct and \( \hat{\beta} \) were distributed normally. Columns (6) through (8) present the same results for the HAC standard error estimates and (9) through (11) for the bootstrap standard error estimates.

1/ BP denotes Berg and Pattillo (1999)
Table 3. Comparison of Standard Error Estimates: Monte Carlo Simulation Results for BP-Like Data,\(^1\) No Serial Correlation in Independent Variables
(500 Monte Carlo runs, 200 bootstrap draws each)

<table>
<thead>
<tr>
<th>Variable</th>
<th>(\hat{\beta}_{mean}) (1)</th>
<th>(\hat{\beta}_{sd.}) (2)</th>
<th>Mean of (\hat{\sigma}) (3)</th>
<th>(\bar{t}) (4)</th>
<th>%reject (p value) (5)</th>
<th>Mean of (\hat{\sigma}) (6)</th>
<th>(\bar{t}) (7)</th>
<th>%reject (p value) (8)</th>
<th>Mean of (\hat{\sigma}) (9)</th>
<th>(\bar{t}) (10)</th>
<th>%reject (p value) (11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-2.35</td>
<td>0.21</td>
<td>0.12</td>
<td>-19.6</td>
<td>0.24 (0.00)</td>
<td>0.21</td>
<td>11.5</td>
<td>0.06 (0.31)</td>
<td>0.20</td>
<td>12.1</td>
<td>0.07 (0.10)</td>
</tr>
<tr>
<td>Current Account/GDP</td>
<td>0.69</td>
<td>0.20</td>
<td>0.20</td>
<td>3.4</td>
<td>0.04 (0.41)</td>
<td>0.19</td>
<td>3.7</td>
<td>0.05 (1.00)</td>
<td>0.20</td>
<td>3.7</td>
<td>0.05 (0.84)</td>
</tr>
<tr>
<td>Export Growth</td>
<td>0.39</td>
<td>0.10</td>
<td>0.09</td>
<td>4.1</td>
<td>0.06 (0.22)</td>
<td>0.09</td>
<td>4.2</td>
<td>0.08 (0.01)</td>
<td>0.09</td>
<td>4.3</td>
<td>0.08 (0.00)</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>0.53</td>
<td>0.19</td>
<td>0.18</td>
<td>3.0</td>
<td>0.05 (0.84)</td>
<td>0.17</td>
<td>3.1</td>
<td>0.07 (0.04)</td>
<td>0.17</td>
<td>3.1</td>
<td>0.10 (0.00)</td>
</tr>
<tr>
<td>Reserve growth</td>
<td>0.51</td>
<td>0.17</td>
<td>0.17</td>
<td>3.0</td>
<td>0.05 (0.84)</td>
<td>0.16</td>
<td>3.2</td>
<td>0.06 (0.22)</td>
<td>0.16</td>
<td>3.2</td>
<td>0.08 (0.00)</td>
</tr>
<tr>
<td>M2/reserves</td>
<td>0.51</td>
<td>0.19</td>
<td>0.19</td>
<td>2.7</td>
<td>0.05 (0.84)</td>
<td>0.18</td>
<td>2.9</td>
<td>0.08 (0.00)</td>
<td>0.18</td>
<td>2.9</td>
<td>0.09 (0.00)</td>
</tr>
</tbody>
</table>

Source: Authors' calculations

Notes:
There are 5,014 observations (of which 16 percent with dependent variable = 1) in 23 countries.
None of the five independent variables excluding the constant contain serial correlation.
Columns (1), (3), and (4) present the mean across the 500 simulation runs of the estimated values of \(\beta, \sigma\) at \(t\) respectively, estimated as standard probit regressions. Column (2) presents the standard deviation of the estimated \(\hat{\beta}\) across the 500 runs. Column 5 shows the fraction of the runs in which the hypothesis \(\beta = \hat{\beta}\) (i.e. that \(\beta\) = its average estimated value across the 500 runs) can be rejected in favor of the hypothesis that \(\beta \neq \hat{\beta}\). In parentheses of column (5) is the p-value that this hypothesis would be rejected this often if the standard error estimates were correct and \(\hat{\beta}\) were distributed normally. Columns (6) through (8) present the same results for the HAC standard error estimates and (9) through (11) for the bootstrap standard error estimates.
1/ BP denotes Berg and Pattillo (1999)
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