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1 Introduction

The aim of this paper is to estimate exchange rate pass-through (ERPT) to domestic prices in

emerging markets (EMs) focusing on three specific dimensions: non-linearities, asymmetries

and the relationship with the monetary policy regime. More specifically, we test the following

hypotheses: is ERPT larger during episodes of high depreciation? Is ERPT symmetric during

period of appreciation and depreciation? What is the effect of the adoption of inflation

targeting on the magnitude of ERPT?

Using local projection techniques, we estimate state dependent impulse responses for the

exchange rate pass-through to consumer prices in a panel of 28 emerging countries. We

find, in line with the literature that the yearly ERTP in EMs is equal to 22 percent, on

average. Since we are interested in analysing the magnitude of pass-through during periods

of high depreciation, we augment the baseline model with interactions terms to test whether

exchange rate pass-through is larger when depreciation is higher than a specific threshold.

We find significant evidence of non-linearities during episode of depreciation greater than

10 percent and 20 percent. More specifically, we find that after one month the exchange

rate pass-through coefficient is equal to 18 percent and 25 percent respectively, compared

to a coefficient of 6 percent in the linear case. We also test the presence of asymmetries

in the transmission from exchange rate movements to consumer prices and we find that

the response of inflation is asymmetric. Moreover, we investigate the role of the inflation

environment in the transmission of exchange rate shocks to prices, confirming the well-known

result that adopting inflation targeting reduces the degree of pass-through. In addition, we

test whether permanent large depreciation shocks have a different effect than temporary ones.

We find that when the exchange rate depreciates by more than 20 percent and the episode

lasts for more than 3 months, the ERPT coefficient reaches 32 percent after 3 months. For

completeness we also estimate exchange rate pass-through in a panel of advanced economies

and our results are in line with the literature. We perform a battery of robustness checks

where we take into consideration the presence of outliers (using median regressions) and the

potential endogeneity between inflation and exchange rate movements.

Correctly understanding how exchange rate changes affect inflation in emerging markets

is an important task for policy makers. In fact, many EMs have been changing their

monetary frameworks and/or exchange rate regimes during the last 20 years. Countries

operating under currency boards, or with currencies pegged to the US dollar decided to

introduce more flexibility and allow the exchange rate to fluctuate. Depending on the degree
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of exchange rate flexibility of the new frameworks in each country, exchange rates have

experienced a transition period toward more flexibility and in some cases a new nominal

anchor (different from the exchange rate) was chosen. Flexible exchange rate regimes,

and specifically inflation targeting (IT), have recently been the predominant framework

in many EMs. Given that exchange rate and inflation dynamics are different under IT

(compared to more rigid exchange rate regimes), it is essential to understand how domestic

prices will move under flexible rate regimes. Moreover, the degree of ERPT directly affects

the effectiveness of monetary policy under flexible exchange rates and thus the efficacy of

expenditure switching mechanism. At the same time, exogenous shocks such as oil prices

shocks, and/or uncertainty shocks (i.e., geopolitical tensions) can also affect exchange rate

fluctuations and hence domestic inflation. The US Federal Reserve exit from unconventional

monetary policies might trigger changes in the direction of capital flows, affecting interest

rates and exchange rates around the world. Figure 1 shows the effects of tapering talks in

some EMs currencies during summer 2013, and the effects of oil prices decline coupled with

geopolitical uncertainty in the fall 2014. The Russian Ruble, for instance, depreciated by 90

percent during 2014, and about 70 percent in just 6 months (July-December 2014).

The remainder of the paper is organized as follow: Section 2 reviews the relevant literature.

Section 3 shows some stylized facts and discusses some potential theoretical channels for

non-linearities and asymmetries. The local projection technique and the baseline model are

presented in Section 4 and 5. Section 6 presents the empirical results for the linear model and

for the specifications in which we allow for non-linearities and asymmetries. In section 7 we

perform some robustness checks and we address the potential endogeneity in the relationship

between inflation and depreciation. Section 8 includes policy implications and concluding

remarks.

2 Literature Review

The relationship between the exchange rate regime and the evolution of domestic prices

has been at the center of the early literature on ERPT in EMs. For instance, Calvo and

Reinhart (2002) highlight large pass-through and liability dollarization, as the main reasons

behind the so called “fear of floating”. Hausmann et al. (2006) also identify high levels of

exchange rate pass-through as one of the reasons for central banks to be concerned about

exchange rate movements. They also underscore the so called “original sin”, which refers

to the fact that currency mismatches also can lead to fear of floating, since a depreciation,
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through an increase in the value of liabilities, can have detrimental effects on output.

Taylor (2000), similarly, links the degree of ERPT to the inflation environment and more

specifically to the presence of inflation targeting. After the adoption of an IT framework,

countries tend to experience a lower pass-through. The rationale is that IT succeeds in

keeping inflation low and this, through expectations of persistent low inflation, pushes firms

to keep their prices broadly constant in order to be able to remain competitive. In other

words, a low inflation environment causes a reduction in firms pricing power that in turn

leads to a decline in ERPT. Choudhri and Hakura (2006) test the Taylor hypothesis on a

sample of 71 advanced and developing countries from 1979 to 2000. They find evidence of

a positive correlation between exchange rate and CPI inflation. Gagnon and Ihrig (2004)

test the same hypothesis on 20 industrial countries between 1971 and 2003, and find a

decline in pass-through related to adoption of IT. Edwards (2006) investigates whether IT

has influenced the exchange rate as a shock absorber focusing on the distinction between

prices of tradable and non-tradable goods. He finds that a reduction in the ERPT after

the adoption of IT for all price indices considered, but the decline is larger for consumer

price indices than for producer price indices. Mishkin and Schmidt-Hebbel (2007), using

data on 21 industrial and EM targeters and 13 industrial non-targeters, employ a panel

vector autoregression (VAR) model to compare impulse response functions across different

country groups, depending on whether a country has inflation targeting in place, or not.

They find that pass-through is lower for targeters. Coulibaly and Kempf (2010) test the

Taylor hypothesis on 27 emerging markets (15 targeters and 12 non-targeters) by using panel

VAR techniques and recursive identification. They find that for IT countries the ERPT to

consumer, import and producer prices has decreased after the adoption of IT. While for non

targeters there is no significant change in pass-through.

Less is known about the role of non-linearities and asymmetries in the transmission

mechanism from exchange rate to inflation in emerging markets. Bussière (2013) tests the

presence of non-linearities and asymmetries for the G7 economies. He focuses on trade prices

(export and import prices) and finds evidence of both mechanisms, even though, in terms of

magnitude, there is high heterogeneity across countries. Frankel et al. (2012) find that there

is a threshold effect for large devaluations: they find that depreciations above 25 percent have

a proportionately larger pass-through effect. They also find evidence of asymmetries: they

cannot reject the hypothesis that appreciations are not passed through at all, suggesting

downward price rigidity. On the contrary, Carranza et al. (2009) find that, in dollarized
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economies, due to balance sheet effects, a large real depreciation can counterbalance the

positive competitiveness and imported inflation effects through a dramatic drop in aggregate

investments. Burstein et al. (2005) analyse the behaviour of inflation after nine large

post-1990 contractionary devaluations. They observe that the rate of inflation is relative

low compared to the magnitude of the devaluation. They argue that this pattern is due to

distribution costs and substitution of imports towards low quality domestic products. These

are some of the economic reasons why non-linearities can arise in the occurrence of drastic

depreciations/appreciation. We will review further theoretical channels behind asymmetries

and non-linearities in Section 3.

3 Stylized facts and theoretical underpinnings for

asymmetries and non-linearities

In this section we look at some stylized facts to get a first look at the unconditional

relationships present in our data. We begin by comparing emerging to advanced economies.

Figure 2 shows that emerging markets appear to be different from advanced economies

(AEs) in terms of inflation levels, volatility, and the relationship between inflation and

exchange rate movements, as well as the relationship between inflation volatility and

exchange rate volatility. Figure 2 plots the average inflation, depreciation/appreciation, and

the corresponding volatility for each country, over the sample period 1980-2014. There are

at least 4 stylized facts worth mentioning that distinguish EMs from AEs: Not surprisingly,

inflation appears to be higher and more volatile in EMs, compared to AEs. Higher inflation

seems to be associated with higher depreciation rates in EMs, compared to AEs. Depreciation

rates appear to be positively associated with depreciation volatility, whereas for AEs there

is no apparent relationship, and finally depreciation volatility and inflation volatility appear

to be positively associated in EMs, which does not appear to be the case for AEs.

The empirical literature generally agrees that ERPT is higher in emerging markets than

in advanced ones. One possible reason is linked to the Taylor hypothesis: emerging markets

tend to have higher rates of inflation and therefore higher pass-through. Ca’Zorzi et al.

(2007) argue that another potential explanation can be that the private sector in EMs has

fewer hedging instruments available. In a not fully competitive market, this could imply that

exchange rates fluctuations are transmitted more into prices. Moreover, emerging markets

often price their imports in foreign or international currencies, whereas advanced economies
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like the US tend to import goods denominated in their own currency. This factor might

also explain why emerging markets tend to present a higher pass-through than advanced

economies. On the other side, as already mentioned, recent empirical studies have recorded

a decrease in ERPT in EMs too. This has been explained through to the adoption of IT.

One element that distinguishes EMs from AEs is their exposure and sometimes

vulnerability to terms of trade shocks. Often times, commodities account for a large share

in production and exports of many EMs. Terms of trade shocks are sometimes translated

to abrupt and relatively large fluctuations in exchange rates. Another important element

that distinguishes EMs from AEs is the share of commodity prices (i.e., food and fuel) in

their consumer price index (CPI) baskets. Typically, EMs have larger shares of (imported)

food and fuel in their CPI baskets compared to AE. Commodity prices fluctuations can be

big and volatile, hence introducing sudden and often large movements in exchange rates,

domestic import prices and domestic inflation.

ERPT is usually assumed in the literature to be both linear and symmetric, however many

microeconomic factors might generate directional and size asymmetries. Some recent studies

(Bussière 2013, Frankel et al. 2012 and Pollard and Coughlin 2004) highlight the presence

of asymmetries, meaning that depreciations may generate a different price reaction than

appreciations, and non-linearities, suggesting that big movements in the exchange rate might

have a more than proportional effect than small changes. Bussière (2013) underlines several

potential channels that might generate asymmetries and non-linearitites. First, export prices

are normally downward rigid, making it easier for exporters to increase their markup than

to decrease it. This implies that when the exchange rate depreciates, exporters increase

their export prices more than they decrease them when there is an appreciation. This

also means that depreciations have a larger effect than appreciations on import prices. To

understand why, it useful to think about a depreciation on the import side as an appreciation

on the export side: exporters, facing an appreciation of the exchange rate and constrained

by downward prices rigidity, will be able to absorb only a part of the currency movements

in their markup, implying a higher pass-through on the importers’ side. This assumption

also has implications for potential non-linearities in the sensitivity of prices to exchange rate

movements. If exporters face a large appreciation it will be even more difficult to adjust their

mark-up accordingly and this will trigger an even higher pass-through on the importers’ side.
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Another factor that we must take into account to explain different reactions of exporting

firms to different degree of exchange rate movements is the performance (productivity) of

the firm or the quality of exported products. These channels are highlighted in Berman et al.

(2012) who review several theoretical models that generate endogenous and heterogeneous

pricing-to-market where firms with higher productivity are able to offset a higher portion

of the exchange rate movement . An interesting case is when distribution costs and quality

differences are introduced together. In this version of the Corsetti and Dedola (2005) model

developed by Berman et al. (2012), higher quality goods have higher mark ups implying

that the price elasticity to an exchange rate change is higher for higher quality products.

This type of microeconomic structure might also generate non-linearities in the response

of import prices to large depreciations. Again, we can think about a big depreciation

on the importer side as a large appreciation on the exporter side. Faced with a big

movement in the exchange rate, exporting firms specialized in low quality products will

exit the market leaving high-quality firms as the only ones operating in the export market.

High-quality firms will then be able to absorb the exchange rate movement in their mark-ups

implying a lower pass-through on the import side. This mechanism will generate a smaller

pass-through for big depreciation on the importer side. On the contrary, if the exporter

market is populated by small firms with small mark-ups, they will not be able to absorb the

large appreciation, passing on destination prices more of the exchange rate movement. To

summarize, assumptions on the quality of the products imported by a country and on the

mark-ups of the exporting firms might generate implications for the non-linearities in the

ERPT coefficient.

Another source of asymmetries and non-linearities is the upward rigidity of export

quantities. Exporting firms that face a depreciation and that are operating at full capacity

may find it difficult to increase their sales increasing their production capacities. Therefore

they might react by increasing their mark-up instead of setting up a new plant, and this will

result in a lower pass-through on the importer side. Aron et al. (2014), in an exhaustive

literature review of ERPT in developing countries, review also these channels confirming,

however, that only few studies have investigated these channels, especially for developing

countries. Frankel et al. (2012), for instance, in one of the extension to their baseline

empirical analysis test for the presence of asymmetries and non-linearities for developing

countries and indeed find that there is a threshold effect for big devaluations that are

associated with a higher pass-through on import prices. However, they argue that this

effect “goes in the wrong way” since they expect that large devaluations should have a
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smaller effect on prices. They also find strong evidence of asymmetries between devaluation

and appreciation that they justify with the presence of downward wage rigidity. Pollard and

Coughlin (2004) analyze asymmetries and non-linearities at the industry level for the United

States. They find evidence of asymmetric behavior in two-digit and three-digit industries

but not at the total manufacturing level, suggesting that the size of the asymmetry varies

across industries. For instance, they find that the quantity constraint binds for chemical and

petroleum related industries. Given these different responses across industries, the aggregate

results might not give any evidence of asymmetry. Finally, they also find that pass-through

on import prices is higher when there are large movements in the exchange rate.

We now check if our data suggest the presence of non-linearities and asymmetries in

the unconditional relationship between inflation and prices. A positive number on the

horizontal axis means a depreciation, whereas a negative one corresponds to an appreciation.

We first observe in figure 3 (top left and top right) that the slope of the unconditional

relationship between inflation and depreciation is steeper when the exchange rate depreciates

by more than 10 or 20 percent. This suggests a non linear relationship between inflation and

depreciation when the depreciation is higher than a certain threshold. The steeper slope is

more evident in the comparison between normal times and episodes of more than 10 percent

with respect to episodes of 20 percent. Second, we also check if the relationship between

inflation and depreciation is different for countries operating under an inflation targeting

regime and countries that are non-targeters. We observe in figure 3 that, the pass-through

coefficient is higher for non-targeters (bottom left panel). This is line with the Taylor

hypothesis mentioned before. We finally compare appreciation and depreciation episodes

(bottom right panel): we observe that inflation does not react symmetrically during episodes

of depreciations compared to episodes of appreciation. We will more formally investigate all

this hypothesis in the empirical analysis.

4 Empirical model: local projections

We adopt Jordà (2005) local projection method (LPs) to estimate the dynamic response of

inflation to exchange rate movements allowing for non - linearities and asymmetries. We

will refer to asymmetries as the difference between appreciation and depreciation episodes

and non-linearities as: i) depreciation above or below certain thresholds, and ii) countries

operating under IT vs. others without an explicit IT framework.
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LPs are a flexible semi-parametric technique to estimate impulse responses. which directly

estimate a sequence of linear projections of the future value of the dependent variable on

the current information set (Kilian and Kim, 2011). There has been a growing interest

in LPs because of their flexibility and easy implementation. Many studies, especially, in

the fiscal policy literature, have been adopting this technique to obtain impulse responses

that depend on the state of the economy. For instance, Auerbach (2013) explore state

dependent spending fiscal spillovers multipliers using LPs on a panel of OECD countries and

find that they are particularly high in recessions. Ramey and Zubairy (2014) estimate state

- dependent government spending fiscal multipliers. Impulse responses vary depending on

the amount of slack in the economy and on whether the distance of interest rates to the

zero lower bound. Jarotschkin and Kraay (2013) use local projections methods to study

the dynamic response of real exchange rate to aid inflows. Jordà and Taylor (2013) use this

technique to document the effects of austerity on macroeconomics aggregates and Jordà et al.

(2013) adopt this approach to measure the effects of excess credit on several macroeconomic

variables.

The main advantage of the LPs technique is its flexibility for tracing the dynamic response

of variables to a shock. LPs methods (as opposed to a standard vector autoregressive model

(VAR)) do not involve any non-linear transformation of the estimated slope coefficients to

obtain impulse responses and dynamic multipliers depend only on the quality of the local

approximation (Jordà et al., 2013) .

Compared to VARs, LPs regressions do not constraint the shape of the impulse response

functions and hence are more robust to lags misspecification. If the VAR is a good

approximation of the data generating process (DGP), then this is the optimal procedure

for all time horizons. However, if the VAR is a poor representation of the DGP, impulse

response functions (IRFs) are biased (Ronayne, 2011). The bias comes from two sources: i)

the small-sample bias of the estimates of the VARs slope parameters and ii) the additional

bias induced by the non-linear transformation of the estimated parameters (Kilian and Kim,

2011). Since LPs impulse responses are estimated through ordinary least squares (OLS), it

is easier to extend the analysis to panel data allowing for interactions terms. This specific

feature allows to explicitly capture asymmetries and non-linearities in a simple way, and

this is the main reason why we choose LPs over VARs. In addition, since they require

a simple OLS estimation they directly provide the appropriate inference and they do not

require asymptotic approximations or numerical techniques. Finally, panel VAR are generally
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overparametrized (Canova and Ciccarelli, 2009).

LPs methods have limitations too. First, as the forecasting horizon increase, observations

from the end of the sample are lost. Second, the IRFs obtained from LPs methods might

show significant oscillations at longer horizons. Ramey (2012) compares LPs IRFs relative

to structural VARs IRFs, and dynamic simulations. She finds equivalent results for the

first 16 quarters, even though the dynamic LPs responses are more erratic. However, at

longer horizons, LPs produce substantial oscillations that are not present in the other two

methods. Due to the limitations of LPs methods in small samples, highlighted by Kilian and

Kim (2011) we use monthly data, to guarantee the longest possible sample.

5 Baseline model

The local projection technique generates new estimates for each forecast horizon h, regressing

the dependent variable at t+h on the available information set at time t. IRFs are obtained

as a subset of the estimated slope coefficients of the projections. The baseline specification

for the linear model is the following:

∆CPIi,t+h = αh +

p∑
s=1

ρs,h∆CPIi,t−s + βh∆NEERit + µhcrisist(1)

+

p∑
s=1

γs,h∆CPI
∗
i,t−s + εi,t+h

Where ∆CPI is the yoy percent change in the CPI of country i at time t, ∆NEER is the

yoy percent change in the nominal effective exchange rate, crisis is a dummy equal to one

from 2009 to 2012 to proxy for the financial crisis, ∆CPI∗ is the percent change in foreign

prices, extracted from the Relative Price Index (RPI) reported in the Information Notice

System (INS) database 1. We also include 3 lags of the dependent variable. 2 The rationale

to include the lags of the dependent variable at time t − p is that the local projections are

a way of characterizing the sequence of conditional expectations at time t i.e. E[y(t+ h)|t].
Simply put, it is important to avoid that shock is capturing dynamics from omitted variables.

ε is an error term capturing all other sources of variation in inflation between t and t + h.

1CPI∗ = CPI/RPI
2We tested the number of lags country by country and we found that, on average, the correct number of

lags is 3.
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The coefficient βh traces the response of inflation at time t+h to a depreciation/appreciation

occurred in time t. A very similar specification, within a country-by-country VAR estimation

is implemented by Choudhri and Hakura (2006) and by Kohlscheen (2010) (in this latter

case foreign prices are not included in the estimation).

Estimation of equation (1) presents a number of challenges. The first challenge is 
related to the overlapping nature of data: since percent changes are computed yoy 
with monthly data, the error term has, by construction, a moving average form that 
prevents standard statistical inference. Serial correlation is also introduced because of 
lagging and successive leading of the dependent variable. Moreover, it is difficult to 
assume that the error terms are cross-sectionally independent. To control for both 
serial correlation and cross-sectional dependence we adopt the Driscoll-Kraay standard 
errors.Driscoll and Kraay (1998) propose a nonparametric covariance matrix estimator that 
generates heteroskedasticity and autocorrelation-consistent standard errors that are also 
robust to cross-sectional dependence.

The second challenge is related to stationarity of the DGP. IRFs obtained from VARs and

LPs are equivalent provided that the data generating process is stationary. For this reason,

we estimate the relationship in differences. Moreover, to guarantee stationarity we exclude

periods of hyperinflation (similar to Bussière et al. (2014)). Following Fischer et al. (2002)

we exclude periods when yoy percent changes are larger than 100. We implement a battery

of stationarity/unit root tests that confirm that our data are stationary (Table 1). We

perform the Maddala and Wu (1999), both in the Phillips and Perron and in the Augmented

Dickey Fuller versions (ADF). These tests assume that the autoregressive component is

common to all panels and the null hypothesis is that all panels contain a unit root. The

assumption that all the panels share the same autoregressive component is quite strong.

To overcome this limitation we also implement the Im et al. (2003) test that allows for a

panel specific autoregressive component. This test is based on the mean of individual DF

(or ADF) t-statistics of each unit in the panel. Also in this case the null hypothesis is that

all the panels are non-stationary. To take into account the likely cross dependence across

panels, we implement the t-test proposed by Pesaran (2006). This latter is a standard Dickey

Fuller DF (or augmented DF) augmented with the cross section averages of lagged levels and

first-differences of the individual series.
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The third challenge is the potential endogeneity existing between depreciation and

inflation. It is possible that the rate of depreciation is not exogenous and correlated with the

error term. Structural VAR models in the exchange rate literature offer only a partial solution

to the problem since the identification is mainly reached through short run restrictions on

the contemporaneous coefficients (i.e. recursive identification by Choleski decomposition

(Ca’Zorzi et al. 2007). However, as pointed out by Edwards (2006), this type of identification

scheme makes assumptions on the timing of the effects of the exchange rate on prices that

are often too restrictive. As pointed out by Meese and Rogoff (1983) and Edwards (2006),

finding a good instrument for the rate of depreciation is also complicated because most

exogenous variables are not correlated with the exchange rate. Consequently, the majority

of studies on exchange rate pass-through rely on OLS. We will address more comprehensively

endogeneity issues in the last section when we will discuss the direction of the potential bias.

6 Results

6.1 Linear model

We estimate our baseline model for the full sample of emerging markets (28 countries). We

find that exchange rate pass-through on consumer prices is around 22 percent after 12 months

after the initial shock and it reaches 25 percent after two years.3 These results are in line with

the literature: Choudhri and Hakura (2006) report an ERPT coefficient of 14 percent after 1

quarter, 24 percent after 4 quarters and 27 percent after 20 quarters. They also show results

for different inflation regimes: countries with higher inflation rates report higher ERPT,

around 50 percent after 4 quarters. Bussière and Peltonen (2008) find that the pass-through

on import prices is 35 percent after 1 quarter, suggesting a lower pass-through on consumer

prices. Kohlscheen (2010) estimates ERPT coefficients using a recursively identified VAR

for 8 EMs with floating exchange rate regimes. He finds that pass through is equal to 5

percent, 17 percent, 20 percent, 24 percent (after 3, 6, 9, 12 months).4

6.2 Non-linearities

In this section we investigate whether the response of prices during period of high

depreciation is more than proportional with respect to normal times (i.e average exchange

rate movements). We define an episode of high depreciation with two alternative criteria,

3This means that for a depreciation of 100 percent yoy inflation would increase by 22 percent.
4For a complete review and other ERPT estimates see Aron et al. (2014).
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as follows: 1) When the monthly yoy percent change is larger than 10 percent 2) When the

monthly yoy percent change is larger than 20 percent. We choose these two thresholds in

light of the magnitude of recent depreciations in emerging markets after the tapering talks

(Figure 1). We build a dummy variable depisode with the following definition:

depisode =

{
1 if ∆NEER > 0 and ∆NEER > Ψ

0 otherwise

Ψ is a threshold defined according to (1) and (2)

∆CPIi,t+h = αh +

p∑
s=1

ρp,h∆CPIi,t−s + βh∆NEERit + µhcrisist(2)

+

p∑
s=1

∆γs,hCPI
∗
i,t−s + θh∆NEERit × depisodeit + γhdepisodeit + εi,t+h

Figures 5 illustrates the distribution of high depreciation episodes over time and across

countries. For most of the countries, it is easy to see that: i) high depreciation episodes

have been quite frequent (as opposed to rare events) since 1990, and ii) the frequency of

this episodes, in particular when defined as higher than 20 percent, has been reduced during

the last 10 years. Note that introducing the interaction term between the dummy variable

depisode and the rate of depreciation, we allow the coefficient βh to be different across periods

of “high” depreciation versus “normal times”.

Figure 7 and 6 show the results for the two types of episodes and the coefficient on the

difference between the non-episode coefficient and the episode one. We first notice that the

responses of inflation during episodes of large depreciation are statistically different from

responses during normal times. In the case of 10 percent depreciations the effect of prices

is significant for almost a year, while for larger episodes of 20 percent and above the effect

is significant for 7 months. ERPT for depreciations’ episodes of 10 percent is equal to

40 percent after 6 months and 57 percent after 12 months, while in normal times it is 10

percent. This means that yoy inflation increases by 4 percentage points in the 6 months

after a 10 percent depreciation episode. Episodes of 20 percent depreciation show an ERPT

coefficient of 44 percent after 6 months and 45 percent after 12 months. Similar results are

discussed in Frankel et al. (2012), who find that depreciation of 25 percent are found to have
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proportionately larger pass-through effect. An interesting aspect, shown in the dynamics of

the IRFs, is that the response of inflation to big depreciation episodes is faster than during

normal times. We observe that after 1 month from the initial shock ERPT is almost 20

percent and it reaches 40 percent after 6 months. The upward trend in the ERPT coefficient

underlines the permanent nature of a depreciation of this magnitude. Depreciations of 20

percent and more have an even faster effect on prices. This might be driven by the lower

wedge between importers and consumers during period of big depreciations. Faced by such

a large movement in the exchange rate, importers might be forced to pass it to consumers.

We will investigate this hypothesis in the last section of the paper.

6.3 Asymmetries

In this section we analyse whether the effect of a depreciation is exactly the opposite of an

appreciation of the same size. We explained several channels that can generate asymmetries

between depreciation and appreciation episodes in previous sections. In order to explicitly

account for this asymmetry between appreciation and depreciation we use the following

specification:

∆CPIi,t+h = αh +

p∑
s=1

ρp,h∆CPIi,t−s + βh∆NEERit + µhcrisist(3)

+

p∑
s=1

∆γs,hCPI
∗
i,t−s + θh∆NEERit × ddeprit + γhddeprit + εi,t+h

Where ddepr is defined as follows:

ddepr =

{
1 if ∆NEER > 0

0 otherwise

The results indicate that there is significant evidence of asymmetries in the first 8 months

after the initial shock: we do not observe a symmetric reaction of inflation to a 1 percent

depreciation. Instead we note that appreciation episodes generate a positive reaction in

inflation that is not significant. Depreciation episodes are characterized by about 38 percent

pass-through after 12 months compared to less than 10 percent for appreciation episodes.
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6.4 Targeters vs non-targters

As already mentioned in the previous sections, a large strand of the literature has been

linking the degree of exchange rate pass-through to the inflation environment. A common

result is that inflation targeting, succeeding in keeping inflation low, causes a reduction in

firms pricing power that in turn leads to decrease in ERPT (Choudhri and Hakura 2006,

Edwards 2006 and Mishkin and Schmidt-Hebbel 2007). We also test this hypothesis in out

sample of emerging markets with the following specification:

∆CPIi,t+h = αh +

p∑
s=1

ρp,h∆CPIi,t−s + βh∆NEERit + µcrisist(4)

+

p∑
s=1

∆γs,hCPI
∗
i,t−s + θh∆NEERit × ITit + γhITit + εi,t+h

Where IT is a dummy equal to one if the country is an inflation targeter. 5 Our

results also support this idea and show that the pass-through for inflation targeters is

considerably lower than for non-inflation targeters, which actually display more than 20

percent pass-through after 12 months.

7 Robustness

We test the robustness of our results along several dimensions. We start addressing the

issue of reverse causality between inflation and depreciation discussing the direction of the

potential bias. We then test whether permanent episodes of high depreciation are different

from temporary ones. Finally we perform other robustness checks addressing the presence

of outliers.

7.1 Addressing endogeneity

One of the challenges in the estimation of an aggregate exchange rate pass-through regression

is the potential endogeneity between inflation and depreciation. As already mentioned, it is

very difficult to disentangle a causal relationship between depreciation and inflation. It is

very difficult to find good instruments for ∆NEER, especially for countries with a floating

exchange rates (Edwards 2006): most exogenous variables are not strongly correlated with

5The dates of the adoption of the IT regime are listed in Table 3.
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the change in the exchange rate. Even if we implement structural VARs, the restrictions

that we have to impose are not very convincing. Therefore to attenuate our concerns about

reverse causality, we derive the direction of the bias in our regression.

To start, it is important to make several considerations: first it is likely that small countries

with a pegged exchange rate display a weaker endogeneity in the relationship between

inflation and depreciation since their monetary policy is completely devoted to keep the

peg. It is reasonable to assume that countries not following an inflation targeting regime are

likely to have a peg. Therefore it is realistic that the countries in the non-targeters sample

display a weaker problem of reverse causality, while inflation targeters might react more

easily to nominal depreciations through their independent monetary policy. To understand

whether these results are indeed unbiased, it is useful to understand the direction of the

possible bias. We can do so by writing a simple bivariate model 6:

(5) ∆CPI = α + β∆NEER + ε

(6) ∆NEER = δ + γi∆CPI + ν

This means that the rate of depreciation might be determined by inflation. The index i stands

for the type of monetary policy regime: inflation targeters (or floaters) and non-targeters

(countries with a pegged exchange rate). In the extreme case of γi equal to zero, the model

does not suffer from a reverse causality problem. We expect γIT > γNON−IT . The OLS

estimator is given by:

(7) β̂ =
βσ2

ν + γiσ
2
ε

σ2
ν + γ2σ2

ε

The bias of the OLS estimator is:

(8) Bi = E(β̂)− β =
γi(1− βγi)
σ2
ν/σ

2
ε + γ2i

Knowing that 0 < β < 1 (incomplete ERPT) and assuming that 0 < γ < 1 (which is

6For a similar exercise see Panizza and Presbitero (2014)
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reasonable), we obtain: BIT > BNON−IT , meaning that the targeters should suffer from a

higher upward bias than non-targeters (as already discussed). This tells us that targeters

should display a higher coefficient than non-targeters. This is clearly not the case in Figure

9, where we show the coefficient for the two sub-samples. If our model suffers from an

endogeneity issue we would observe to opposite pattern in the ERTP coefficient of targeters

and non-targeters. These results therefore attenuate our concerns about reverse causality in

the estimation of pass-through coefficients.

7.2 Permanent vs temporary episodes

We extend our analysis studying whether the response of domestic prices changes during

periods of permanent depreciation. Importers at the dock might be forced to passthrough

to retailers and consumers if they realize that a large depreciation is going to last for several

months since they will not be able to absorb the fluctuations in their mark-ups. We define

a permanent episode when the exchange rate depreciates by 20 percent for more than 3

consecutive months. We find that in this baseline case that ERPT is higher than 40 percent

after 6 months and then becomes insignificant (Figure 11). We try three other possible

combinations (depreciation of more than 20 percent for more than 6 months, depreciation

of more than 10 that lasts more than 3 or 6 months) and we report the results in Figure 12.

We also report the episodes distribution and we note that Turkey presents a higher number

of episodes than the average (Figure 10). For this reason we re-estimate the four models

without Turkey. The results in Figure 12 show slightly lower coefficients for the sample

without Turkey but remain in line with the baseline model.

7.3 Dealing with outliers

We want to be sure that our results are not driven by outliers in the dependent variable.

We already dropped the episodes of hyper-inflation as in Fischer et al. (2002) but we

want to formally control for outliers. Figure 13 plots the cumulative distribution of the

yoy inflation rate and we observe that our sample is quite asymmetrical. We therefore

implement a median regression that instead of minimizing the sum of squared of the residuals,

minimizes the absolute value of the sum of the residuals. Median regressions allow for a richer

characterization of the dependent variable, assessing the effect of the independent variables

on the whole distribution of the dependent variable. We compute bootstrapped standard

errors. We observe that the results are in line with the baseline specification, with the

ERPT highly significant but slightly slower than before. When we look at non-linearities
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introducing interaction terms the results hold and show a higher significance than in the

baseline case. In terms of magnitude, for the 20 percent episodes the ERPT coefficient is

significantly higher than the baseline case and it reaches almost 100 percent after 20 months.

To compare our results with the literature we also estimate exchange rate pass-through for

a sample of 27 advanced economies. We confirm the result that ERPT is lower for advanced

economies and it is equal to 6 percent after 1 year (see Figure 17).

7.4 Dealing with omitted variables

To address potential omitted variable bias in our empirical estimation, we implement a

series of robustness checks. Being aware that high depreciation periods might coincide with

sovereign or debt crises, we augment our baseline model with the crises variables provided

by Laeven and Valencia (2012). Moreover, following Leduc and Wilson (2012), we introduce

in the regression country fixed effects, that should control for time specific time trends.

Controlling for these latter is potentially important since countries that have accelerating

inflation could also have persistently depreciating currencies. Thus, country-specific shocks

could be positively correlated with country-specific trends and omitting such trends could

lead to a positive bias on the impulse response coefficients of the exchange rate pass-through

to consumer prices. The obtained results controlling for banking and sovereign crises,

and country specific time trends are presented in Figure 18. They show that the ERPT

coefficients are robust to this most restrictive specification, with both magnitudes and

significance level in line with previous results. Similar findings hold for the comparison of

targeters vs non-targeters. Figure 19 shows that the results that compare the two different

monetary policy regimes are robust to the inclusion of banking and sovereign debt crises and

country fixed effects.

8 Conclusion and policy implications

Policy makers and practitioners have a natural interest on appropriate policy responses to

shocks. In an attempt to stabilize aggregate demand fluctuations, often times the focus

(especially for monetary policy) is on short term policy responses. A crucial element that

should characterize an appropriate and timely policy response is the need to acknowledge

that nominal (and real) variables do not respond always in the same fashion to specific shocks.

Both the exchange rate regime, as well as the size (and nature) of specific shocks affect the
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ability of small open economies to react and adjust to such exogenous fluctuations. Hence

appropriate policy responses should fully incorporate the “non-linear” nature underlying

dynamic responses of nominal and real variables. The empirical literature generally agrees

that ERPT is higher in emerging markets than in advanced ones, but less is known about the

role of non-linearities and asymmetries. Our results contribute to filling a void of research

on ERPT in emerging economies.

In this paper we have investigated the role of asymmetries and non-linearities in the

reaction of domestic prices to changes in the nominal exchange rate. We have been asking

the following questions: are depreciations of magnitude greater than 10 percent or 20

percent different from normal times? Have depreciations a symmetric effect compared to

appreciations? The ERTP coefficient is different from countries that adopted an inflation

targeting vis à vis non-targeters? Our findings suggest that the reaction of domestic prices

during “big” depreciation is faster and more pronounced. More specifically, we find that

during depreciation of more than 10 percent and 20 percent ERPT is equal to 40 percent

compared to a coefficient of 20 percent during normal times. We find evidence of asymmetries

and also confirm the well documented result that the adoption of inflation targeting reduces

the degree of ERPT. The results are robust when we address the potential reverse causality

between inflation and depreciation and when we take into consideration outliers.

The main policy implication to be drawn from the evidence presented in this paper is

that policy makers should exert caution in conducting monetary policy after (and during)

depreciation episodes, especially after (and/or during) changes in the economy’s nominal

anchor. The intuition is simple: nominal variables can react differently (in terms of size,

speed, transmission mechanisms, adjustments, etc.) under alternative exchange rate regimes,

and depending on the size of the shocks. Appropriate policy reactions should take this

into consideration and avoid assuming time invariant, and/or state independent parameters

to characterize the response of nominal variables after depreciations episodes. A natural

implication of our findings is that monetary authorities should be cautious when assessing

the transmission (and speed) of exchange rate shocks to inflation. Premature or delayed

policy rate movements, without sufficient evidence and understanding of non-linear and

state contingent dynamics could prove detrimental for price stability and impose a risk to

anchor inflation expectations.
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Figures and Tables

Figure 1: Exchange rate movements after the tapering announcement

Figure 2: Depreciation and Inflation in EMs and AEs
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Figure 3: Stylezed Facts - Non-linearities

Table 1: Stationarity tests

Inflation Exchange rate change
Fischer - PP Statistic p-value Statistic p-value
Inverse chi-squared(56) 591.59 0.00 333.80 0.00
Inverse normal -17.11 0.00 -13.89 0.00
Inverse logit t(144) -30.61 0.00 -17.36 0.00
Modified inv. chi-squared 50.61 0.00 26.25 0.00
Fischer - ADF
Inverse chi-squared(56) 306.27 0.00 416.17 0.00
Inverse normal -11.50 0.00 -15.24 0.00
Inverse logit t(144) -14.84 0.00 -21.48 0.00
Modified inv. chi-squared 23.65 0.00 34.03 0.00
Im-Pesaran-Shin
Wtbar -10.92 0.00 -14.82 0.00
Pesaran CADF
Ztbar -9.41 0.00 -13.39 -2.08
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Figure 4: Exchange rate pass-through - Linear model
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Table 2: ERPT coefficient - Linear model

Horizon - months ERTP Std. Error
1 0.07 0.00
12 0.22 0.05
14 0.26 0.10

Figure 5: Depreciation and Inflation in EMs and AEs
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Figure 6: Exchange rate pass-through during 20 percent depreciation episodes
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Figure 7: Exchange rate pass-through during 10 percent depreciation episodes
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Figure 8: Exchange rate pass-through during appreciation vs depreciation
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Table 3: IT adoption dates

Country Start of IT
Brazil 1999m6
Chile 1999m9
Colombia 1999m10
Guatemala 2005m1
Hungary 2001m6
Indonesia 2005m7
Mexico 2001m1
Peru 2002m1
Philippines 2002m1
Poland 1998m10
Serbia 2006m9
South Africa 2000m2
Thailand 2000m5
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Figure 9: Exchange rate pass-through: targeters vs non-targeters
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Figure 10: Distribution of permanent episodes
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Figure 11: Exchange rate pass-through: permanent vs temporary (3 percent episodes)
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Figure 12: Exchange rate pass-through: permanent vs temporary (all episodes)
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Figure 13: Distribution of the inflation variable
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Figure 14: Median regression - linear specification
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Figure 15: Median regression - 10 percent episodes
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Figure 16: Median regression - 20 percent episodes
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Figure 17: Exchange rate pass-through - Advanced Economies
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Figure 18: Exchange rate pass-through - dealing with omitted variables
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Figure 19: Targeters vs non-targeters - dealing with omitted variables
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Appendix

Table 4: Data sources

Variable Data source Description
CPI IMF - IFS Consumer price index (2010=100)
NEER Bruegel Nominal effective exchange rate
RPI IMF - INS Domestic CPI / weighted averages of the CPI of partner countries

Table 5: Summary statistics

Depreciation Depreciation
Country mean sd mean sd
Albania 3.15 22.38 7.51 10.62
Algeria 6.25 14.86 9.69 10.60
Brazil 18.34 36.45 7.83 7.47
Chile -3.84 5.51 2.39 1.14
China 0.36 9.30 3.18 4.54
Colombia 1.42 11.13 11.58 8.75
Egypt 3.90 14.26 8.78 5.41
Guatemala 1.13 5.96 8.57 7.22
Hungary 4.80 8.15 11.77 9.14
Indonesia 4.33 18.79 10.73 12.89
Jordan -1.33 6.34 4.05 3.53
Latvia -1.92 9.48 9.13 12.47
Lithuania -1.73 6.49 8.34 14.32
Malaysia -0.23 10.44 2.81 1.57
Mexico 5.26 11.99 10.71 10.04
Pakistan 5.64 4.88 9.19 4.47
Peru 6.40 19.66 9.41 15.81
Philippines 1.93 8.71 6.04 3.84
Poland 4.13 10.86 13.76 18.16
Russian Federation 13.27 24.59 16.09 15.01
Serbia 13.28 24.43 20.35 19.08
Seychelles 1.60 13.26 4.71 11.48
South Africa 4.36 12.16 7.28 4.38
Thailand 0.21 8.16 3.51 2.38
Tunisia 2.02 2.25 4.07 1.60
Turkey 21.75 20.71 39.20 31.12
Ukraine 12.04 24.52 13.91 14.42
Uruguay 7.51 15.11 18.96 20.02
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Figure 20: Depreciation and Inflation in EMs and AEs
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Figure 21: Depreciation and Inflation
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Figure 22: Depreciation and Inflation
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