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Abstract 
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“learned” anew by all stakeholders. Perhaps, a new Taylor rule will emerge. A “Taylor rule” 
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how the economy works and interacts with its monetary policy interventions. Because of 
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communication in policy making, this paper proposes an analytical framework based on 
computability theory to model these inference exercises and to assess their general possibility 
of success. So, is it possible to infer/learn the central bank’s policy rule? The answer is a 
qualified positive and depends on the “complexity” of the economy and on the quality of 
information. As for policy implications, the results show that transparency and 
understandable “reaction functions” will go a long way in fostering learnability. 
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MR. TAYLOR AND THE CENTRAL BANK: TWO INFERENCE EXERCISES 

 
“In sum, many of the most interesting issues in contemporary 
monetary theory require an analytical framework that involves 
learning by private agents and possibly the central bank as 
well.” 
  Ben S. Bernanke (NBER, July 2007) 
 
“[...] a policy rule need not be a mechanical formula,[...]. A 
policy rule can be implemented and operated more informally 
by policymakers who recognize the general instrument 
responses that underly the policy rule, but who also recognize 
that operating the rule requires judgment and cannot be done 
by computer”. 
  John B. Taylor (1993, p. 198) 
 
“[...] no central bank (that I am aware of) usues a Taylor rule 
as the main guide to its instrument-rate setting or has 
committed itself to a similar instrument rule...” 
  Lars E. O. Svensson (2003, p. 14) 

 
 

I. INTRODUCTION1 

If the world has changed after the latest financial crisis, monetary policy may have to be 
reformulated. Following the observation that price stability does not guarantee financial 
stability, the profession has debated whether monetary policy should be expanded to 
encompass that goal as well (Svensson 2011). Whether “traditional” inflation targeting is 
maintained or the more recent “forecast targeting” regime (Woodford 2007, Svensson 2011b) 
is adopted, the essential role of a “policy rate” is not doubted, hence some form of the Taylor 
rule may still be relevant. However, all stake holders will need to learn and understand how 
this new rule works and through which (new) mechanisms. The same exercise will be (even 
more) necessary in case the rule is not “simple,” but rather the result of some structural 
welfare maximizing problem. 
 
As stressed in Blinder et ali (2016), the “practice” of monetary policy has changed after the 
crisis and the question is whether these changes in central bank mandates, monetary policy 
instruments, central bank communications, and place of central banks within the government 

                                                 
1 This work is dedicated to my professor, mentor, and friend Kumaraswamy, Vela, Velupillai. He introduced me 
to the fascinating world of computability and with rigor and unwavering intellectual honesty showed how 
computable economics could provide a new foundation for economic theory. 
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are to be temporary or permanent. Has quantitative easing (and the institutional framework 
around it) changed fundamentally and permanently the “stable” relation between inflation, 
GDP gap, and interest rates? And even accepting the robustness of such a link, what is the 
relevant concept of “GDP gap”? Indeed, the recent discussion on the volatility of calculated 
potential output—initially raised by Cerra and Saxena (2017) and more recently resurfaced in 
Fatas (2018) and Krugman (2018)—points at the need for a continuous re-computation of the 
relevant parameters if not for a new functional form. 
 
As the literature slowly explores the neighborhood of Rational Expectations Equilibria 
(REE), Bernanke (2007) stresses that learning—or inductive inference—is at the center of 
the debate in contemporary monetary theory2. Starting from the premise that to endow 
private agents with rational expectations appears too extreme, is it possible for the private 
sector to learn Rational Expectations?3 And, more specific to monetary policy, is Taylor rule 
(or principle) consistent with a converging learning dynamics by the private sector? The 
question is pertinent as central bank’s “forecast-based rules,” for example, could lead to 
divergent learning dynamics on the part of private agents trying to “learn” REE (see Preston 
2005).4 In the end, it looks like monetary policy in general, and the new one emerging after 
the crisis in particular, should also be assessed according to a “learnability criterion,” as 
suggested by Bullard (2006). 
 
There are two inference problems related to Taylor rule. First and obvious is the original one 
faced by Taylor himself: identify, from the observation of relevant data, the function (rule) 
employed by the Central Bank to map output gap and inflation rate into a policy rate. We can 
assume that at least this exercise does not have an impact on the way the system behaves. 
Using an expression from anthropology, Taylor is a participant observer whose actions are 
not affecting the observed phenomenon. 
 
The monetary authorities tackle the twin problem: they try to converge—through an 
inductive process of observation plus trial and error—to a function linking their policy-
making process (which is sensitive also, but not exclusively, to inflation and unemployment 
expectations) plus policy instruments (the policy interest rate in particular) to the variables of 
interest: growth and inflation. 

                                                 
2 In passing, it may be worth noting that the insistence on “consistent beliefs” is essential to macro theory and 
monetary policy after the advent of the Rational Expectation Revolution. See, for example, Lejonhufvud (1983). 
Furthermore, the learnability concept proposed in this paper is “in the limit.” In other words, as the learning 
converge (if it does) to the correct underlying function, the economy remains “out of equilibrium”, and perhaps 
it changes structurally over time. Would it still be relevant to talk about “equilibrium” in such a context? 

3 Such a question, has been asked already many times in the past, for example, by Bray (1982), Evans (1985), 
Marcet and Sargent (1989a, b), and Spear (1989, in a general setting quite similar to the one proposed here). 

4 Building on Evans and Honkapohja’s (2001) concept of E-stability, Honkapohja and Mitra (2005) show that 
even heterogeneous expectations between the central bank and private agents are consistent with the Taylor 
principle if the learning rules employed are asymptotically identical. 



  6  

 

This paper proposes to embed both the modeling of these inference exercises and the 
assessment of their “learnability” in a framework founded upon classic recursion theory. 
There are at least two elements that inform this choice. 
(i) Because of institutional restrictions, in many important cases, the policy rate is 

quite “granular”: the minimum change is limited to a quarter of a percent;  
(ii) The need for transparency, advocated in the old as well as most recent literature on 

monetary policy in general, and inflation targeting in particular, translates into 
rules that need to be codified using some finite alphabet so as to be 
published/transmitted.  

Both these elements suggest that a procedural approach is the most appropriate. If these 
factors are appreciated to their full extent, then the most general and rigorous way to 
represent a rule is by using a Turing Machine.5   
 
There are multiple advantages in following this approach. First, it encompasses arguably all 
learning mechanisms or strategies employed in the applied literature, including, for example, 
the one based on the “Cognitive Consistency Principle”, proposed in Evans and Honkapohja 
(2008), specifically in the context of monetary economics. According to this principle, 
“economic agents should be as smart as (good) economists6,” hence induction (or, 
equivalently, learning) is modeled through econometric techniques7 available to the 
professional economist with which the economic agent is endowed. Second, a positive result 
granted by this “learnability criterion” would guarantee that both the policy rule and the 
learning mechanism proposed can be implemented, simulated, and studied on a digital 
computer without any loss of generality. Still these methodological “constraints” would not 
trivialize the exercise: as shown for example by Tchaidze and Carare (2005), even employing 
the most advanced tools does not guarantee a unique solution of the inference problem. 
 
 
 
 

                                                 
5 I am here referring to the Church-Turing thesis, which states that any algorithm can be effectively reproduced 
by a Turing Machine. The thesis, of course, is not a theorem, so there is the possibility that, indeed, there may 
be a way to encapsulate the idea of a computation that transcends the possibilities of a Turing Machine. 
Although many attempts have been made since the formulation of the thesis eight decades ago, no such a 
formulation has been found and various alternative proposals (like the lambda-calculus or register machines) 
have been shown to be equivalent to the Turing Machine formulation. Hence, this framework is employed very 
widely in the hard as well as social sciences to identify some absolute boundaries to what can be calculated 
independently of time and resource constraints. 

6 Evans and Honkapoja (2008) p. 40. 

7 It is curious to note that the “Principle of Cognitive Consistency” is derived from psychology and used, for 
example to explain decision-making under stressful conditions...the question is who is under stress: the 
economic agent or the economist modeling the behavior? 
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II. A RULE IS A RULE IS A RULE … OR IS IT? 

 
“[...] a policy rule need not be a mechanical formula,[...]. A 
policy rule can be implemented and operated more informally 
by policymakers who recognize the general instrument 
responses that underly the policy rule, but who also recognize 
that operating the rule requires judgment and cannot be done 
by computer”. 
  John B. Taylor (1993, p. 198) 

 
 
Taylor’s quote about “rules” is based on a rather narrow and quite widespread conception of 
what a rule is and of the idea it transmits in the context of monetary economics. As a matter 
of fact, earlier in the same paper, Taylor mentions Friedman’s proposed constant rate of 
money creation and clearly wants to distance “his” rule from such a simplistic mechanism.  
On the other hand, it is surprising to read that a computer, according to Taylor, would not be 
able to implement his envisioned monetary policy rule. Of course, Taylor in this case does 
not refer to the famous “Taylor rule” as generally known, but to a rule “operated more 
informally by policymakers...who also recognize that operating the rule requires judgment 
[...].8” It is interesting to ask whether the impossibility would derive from the large number of 
contingencies that the policymakers would face. However, if that is what Taylor had in mind, 
I would be tempted to retort that computer programs that play chess have been famous if not 
widely popular for more than 20 years9, and they certainly can deal with “astronomically” 
large sets of options. So there could be more to Taylor’s statement.  
 
Interestingly enough, the effort of freeing the idea of “rule” from a crude and limited 
mechanical procedure was still called for ten years after Taylor’s 1993 influential 
contribution. In fact, Svensson (2003) feels necessary to refer to Taylor’s paper to reinforce 
the message and to stress further the need for flexibility and “judgment” encapsulated in the 
modern conceptualization of monetary policy: “[g]ood monetary policy should not be 
modeled with ad hoc reaction functions that are not structural, but instead as optimizing 
policy, with the help of optimal targeting rules10.” If this “simply” translates into “a more 
complex reduced-form reaction function in which the instrument rate is a function of all the 

                                                 
8 Taylor (1993) p. 198. 

9 After Shannon’s (1950) writing about the problem, a rather famous match between man and computer took 
place in 1978 between David Levy and Chess 4.7, developed at Northwestern University, and well before 
Kasparov’s duel with IBM Deep Blue. 

10 Svensson (2003) p. 15. 
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inputs in the forecasting process11”, the only result, as stated, is to increase the complexity of 
the rule or the reaction function without affecting its inherent nature of algorithm, 
procedure12.  
 
However, Svensson insists that: “...it is better to model monetary policy as optimizing in the 
same way we model the private sector” and that “...central banks are at least goal-directed, 
rational, and optimizing as the average household or firm13.” This, indeed, may introduce a 
novel element that could be problematic. If, for example, we were to follow the lead and 
describe the central bank choices as based on a rational preference ordering the way 
economists in general model consumers’ behavior, the choice process itself would, in 
principle, be ineffective. The result, contained originally in Rustem and Velupillai (1990) and 
painstakingly worked out in Lilly (1993) was later streamlined in Velupillai (2000) in the 
ampler context of economic rationality. The scope of this note is however limited so I will 
overlook this problem, which, however, I believe is related more to the way economists tend 
to “think” of economic behavior rather than to the way in which policy makers “design” 
economic measures. I will get back to it in the concluding remarks to assess the possible 
implications for the more general induction exercise. For the rest of my study, I will maintain 
that the best way to characterize a rule is through a procedure as flexibly implemented as a 
Turing Machine can do. At the same time, it is interesting to note, the learning approach I 
follow is quite similar to the one presented by Spear (1989) who suggested a computability 
framework to address the question whether economic agents could learn how to form rational 
expectations. Such a framework would indeed have to accommodate optimizing (and, if the 
induction process is successful, eventually “perfectly rational”) actors, be they consumers, 
entrepreneurs, or the central bank, hence utterly in line with Svensson’s recommendation. 
 
 

III. THE INDUCTIVE INFERENCE FRAMEWORK 

 
I refer to the approach proposed, for example, in Gold (1965, 1967) on inductive inference in 
general and language identification in particular. In its most general form, an identification 
situation comprises three elements: 
1. A class of objects; 
2. A method of information presentation; 
3. A naming relation. 

                                                 
11 Ibid p. 14. 

12 Note that this would be true even in the extreme case of “discretionary” behavior of the monetary authority. 
Indeed, according to McCallum (1999), for example, discretion would translate into a “period-by-period 
reoptimization on the part of the monetary authority…” (p. 1486). Of course, this would have some implication 
for the learnability results, but not on the procedural nature of the behavior. 
13 Ibid pp. 14-15. 
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I will focus only on the learnability results of the following “objects”: (i) time functions and 
(ii) black boxes. A time function takes positive integers (time) into positive integers. 
A black box receives an input and returns an output determined by all the inputs that have 
been applied to the black box up to that moment. More precisely: we will consider a black 
box as a function ot = b(i1,....., it) where i stands for input and o is the output. Both i’s and 
o’s are taken as integers. Of course, a time function is a special case of a black box where the 
output depends only on t and not on previous inputs. 
 
The method of information presentation is going to be a text14. The naming relation for this 
exercise is chosen to be a generator15, and the name it will guess at each point in time will be 
a Turing machine that defines a function from positive integers to positive integers.  The 
“learnability” concept will be “identification in the limit”, i.e. the time function TF or black 
box BB will be said to be identified in the limit if, after some finite time, the guesses are all 
the same and are indeed a name for TF or BB. The learnability results can be summarized as 
follows: 
 

TABLE 1. DIVIDING LINES BETWEEN LEARNABILITY AND NONLEARNABILITY FOR TIME FUNCTIONS AND 
BLACK BOXES. 

 
 
Time functions can be identified in the limit only if they are at most primitive recursive, 
while black boxes can be identified if they are generated by finite automata (ultimately, only 
periodic functions). 
 

A. THE SET UP 

 
For the time function, at each point in time t, a learner is presented with one instance (an 
integer16 for simplicity) belonging to the range of the function and will guess the name (or 
                                                 
14 Another option would be the informant, which gives both positive and negative pieces of information. In 
other words, at each time it specifies whether the integer presented does or does not belong to the range of the 
function to be identified. 

15 Again there is another possible naming relation: a tester, which is a decision procedure. For each integer, it 
will output a 1 whether the number belongs to the range of the function to be identified and a 0 otherwise. Not 
surprisingly, this implies that the functions that can be learned by using a tester naming relation have to be 
recursive. 

16 Of course, a rational number will also work. 

Type of object Class of objects 
Recursive 

Time functions 
Primitive recursive 

Black boxes 
Finite automata 
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one of the equivalent names) of the function that generated the sequence observed so far. The 
learner will be successful in her attempt if, after a finite number of instances, she converges 
(that is, her guess doesn’t change any longer) on the name of the function which indeed 
generated the sequence. 
 
In the case of a black box identification, at each point in time the learner will (i) input a value 
in the black box, (ii) observe the output; (iii) form her guess. In the case of a black box, the 
learnability concept must be somewhat weakened, since there is the possibility that the input 
may trigger a “structural change” that constrains the function to a subset of its initial range. 
So weak learnability implies that only the future behavior of the black box is to be inferred. 
 
 

IV. TAYLOR’S PROBLEM 

As mentioned, the fundamental hypothesis in this case, is that “Taylor”, the learner, does not 
affect the object in his attempt to identify it. Hence, the framework is quite “simple” and 
immediately linked to the results above: Taylor is dealing with a time function. At each point 
in time t, he is presented with one instance (an integer17 for simplicity) belonging to the range 
of the function and will guess the name (one of the equivalent names) of the function which 
generated the sequence observed so far. Taylor will be successful in his attempt if, after a 
finite number of instances, he converges (that is, his guess doesn’t change any longer) on the 
name of the function which indeed generated the sequence. The formulation would be: 

 )(ωϕTi =  
Where i is the nominal interest rate and ω is an integer18 obtained univocally combining u, a 
measure of the output gap (or unemployment gap) and π the inflation rate. The problem is to 
identify the “name” T of the function (Turing Machine) underlying the Taylor rule “used” by 
the Central Bank. 

According to the table above, as long as the function is primitive recursive, such an 
exercise is in principle feasible. Needless to say, this result reveals nothing on the complexity 
of the task, that is, no hint is given on how long it may take or what resources it may require. 
Rather, it fixes some impassable border: classes of more complex functions cannot be 
identified. 

 
V. THE CENTRAL BANK’S PROBLEM 

 
“[A] reaction function in which the real funds rate changes by 
roughly equal amounts in response to deviations of inflation 
from a target of 2 percent and to deviations of actual from 

                                                 
17 A rational number will work too. Also, multiple inputs can be reduced to a single integer through bijective 
functions similar to the one in the next footnote. 

18 For example, ω = ‹i, π› = ½ (i2+ 2i π + π2 + 3i + π), as I learned in Rustem and Velupillai (1990). 
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potential output describes reasonably well what this committee 
has done since 1986.” 
 

 Janet Yellen at the January 1995 FOMC 
  

“Philosophy Master(PM): Because, sir, there is no other way 
to express oneself than with prose or verse.  
Monsieur Jourdain(M J): There is nothing but prose or verse?  
PM: No, sir, everything that is not prose is verse, and 
everything that is not verse is prose.  
M J: And when one speaks, what is that then?  
P M: Prose.  
M J: What! When I say, "Nicole, bring me my slippers, and 
give me my nightcap," that's prose?  
P M: Yes, Sir.  
M J: By my faith! For more than forty years I have been 
speaking prose without knowing anything about it, and I am 
much obliged to you for having taught me that.” 
 

Molière (Le Bourgeois Gentilhomme, Act Two, 
 Scene Four) 

 
Whether or not Ms. Yellen was indeed obliged to Taylor for having identified the prose the 
committee had been speaking for many years, the assumption about the abstract nature of the 
observer (the absolute disconnect between the learning process and the object to be learned) 
does not hold any more when we consider the inference problem from the Central Bank’s 
perspective. This is because in its learning exercise, the Central Bank affects the very 
behavior of the economy it needs to infer to design its policy. This complication has essential 
implications for the learnability of the function. Assume that indeed the Central Bank wants 
to use a Taylor rule. Then, it wants to make sure that it will “choose” a rule that is 
“consistent” with the economy.  
 
Let me elaborate: the central bank has determined a target for inflation—and possibly for the 
level of economic activity—that is considered optimal for stability and sustainable growth 
prospects. In order to achieve those objectives, the central bank manipulates, according to 
some “rule” P, its main instrument: the policy interest rate. The economy will “react,” taking 
as input not only the data i, but also the rule P (which could be interpreted as including the 
expectation mechanism applied by the central bank). Based on this input, it (the economy) 
will consequently output inflation and unemployment functions19.  
                                                 
19 In reality, a line of research advanced for example by Orphanides (2001) well documents yet another level of 
“complexity”. The information set employed by the CB in its policy making, may be incomplete or imprecise 
and subject to later revisions: think of GDP data available only quarterly or even data on the output gap where 
“potential” output is revised significantly (especially after the financial crisis, as mentioned above). Certainly, 
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Using the typical recursive function notation, we can summarize the above “prose” in the 
following way. For the Central Bank: 

)(iPϕω =  
ω is the integer representation of u and π. φP  is the policy rule adopted by the CB that is 
supposed to map i into u and π. However, the economy will map 

)(][ iPgϕω =  
This implies that the central bank is looking for a fixed-point rule: 

P = g[P] 
Note that P is the inverse of the T rule that Taylor is trying to infer. 
One way to model the Central Bank’s learning process is through a two-step procedure: 
1) the Central Bank, holding the rule P fixed, observes ω and tries to infer φg[P] 
2) by changing its policy rule P the central bank tries to infer g[ · ] 
 
 
In case of full information: 
Proposition 1: If the economy mapping φg[P] from integers to integers is primitive recursive it 
can be learned in the limit. 

Proof. By the learnability results of time functions. 
 
Proposition 2: If the function g[ · ] is periodic (generated by a finite automata20), it can be 
learned in the limit. 

Proof. By the learnability results of black boxes. 
 
Proposition 2 deviates from Spear’s (1989) results in a similar context. According to Spear 
also g[ · ] could be inferred in case it is primitive recursive. However, as argued above, I 
think that this would require quite a heroic assumption. In practice, it implies that the impact 
of the monetary policy framework on the economy is nil and the insistence on modeling the 
central bank’s behavior in structural form would be quite irrelevant. 
 
 

                                                 
these considerations should be relevant even for the Taylor-like researcher, making the other induction exercise 
more complex. We will abstract from these considerations proposing the results in case of “full information” 
and add some observations in the concluding section. 

20 I refer the interested reader to the classic book by Hopcroft and Ullman (1979). To introduce here the concept 
of finite automata and compare it with that of a Turing Machine is beyond the purpose of this study. It suffices 
here to stress that a finite automaton can generate “simpler” functions. 
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VI. CONCLUDING REMARKS 

In a full information context, the Taylor-like researcher should be able to identify up to the 
class of primitive recursive Taylor rules21. As mentioned above, the function to be inferred by 
the researcher would be the inverse of the monetary policy rule implemented by the 
authorities. This implies that, were the policy rule itself primitive recursive, the complexity 
of its inverse could in principle transcend this level making the Taylor-like quest unfeasible. 
 
As for the monetary authorities, their task would be more daunting and they could infer the 
economy’s behavior—hence successfully implement a Taylor-like monetary policy rule—
only in case the economy is well represented by a finite-automata black box.  
 
In case information is incomplete, Velupillai (2000) synthetically shows how the positive 
results of the general inductive inference problem do not hold anymore and I refer the 
interested reader to that book. However, I would like to point at a specific source of noise 
that has been stressed quite recently in the literature on monetary policy, prompted by the 
ever more popular inflation targeting “revolution.” It relates to the issue of transparency and 
effective communication by central banks22. The recurring preoccupation with contradictory 
signals contained in the official communication of the central bank, may be interpreted as 
introducing yet another source of noise in the sequence of information (on the “text”) from 
which the learner is to infer the underlying function. On such “noisy texts”, as shown by 
Osherson, Stobb, and Weinstein (1986), the learnability results fail in case the contradictory 
elements, even though from a finite set, may be repeated an infinite number of times. Of 
course, this has dramatic implications from a policy perspective calling for not only 
transparent, but also consistent communication. On the other hand, invoking another result 
from Osherson et al. we can state that the learnability results will hold even though a finite 
portion of the information set is never presented. This seems quite important as it suggests 
that it would be possible to infer what the central bank would do in extreme situations even 
though those cases have not presented themselves during the “successful” learning process. 
Finally, it is important to stress that, even though we may agree to adopt or consider only 
effective policy measures23, we may still doubt that the economy itself be a computable 
object. In case the economy is uncomputable, the results obtained could still give an answer 
to the question “is Taylor rule learnable through computable inductive inference 
procedures?” The answer, in general, would be in the negative, but, of course, it would not 
imply that specific problems could not be solved.  

                                                 
21 In the broader sense than the simple “[..] reaction function in which the real funds rate changes by roughly 
equal amounts in response to deviations of inflation from a target of 2 percent and to deviations of actual from 
potential output”. 

22 See for example Dennis and Williams (2007) and Freedman and Laxton (2009). Bulir, Smidkova, Kotlan, and 
Navratil (2008), and Bulir and Cihak (2008) propose a way to quantify how “clear” or without contradiction a 
central bank’s communication is. 
23 Policies that can be codified and successfully executed by a Turing Machine. 
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